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The Lie algebra of the group of point transformations, leaving the Davey-Stewartson 
equations (DSE's) invariant, is obtained. The general element of this algebra depends on four 
arbitrary functions of time. The algebra is shown to have a loop structure, a property shared by 
the symmetry algebras of all known (2 + I) -dimensional integrable nonlinear equations. 
Subalgebras of the symmetry algebra are classified and used to reduce the OSE's to various 
equations involving only two independent variables. 

I. INTRODUCTION 

The purpose of this paper is to apply the method of sym
metry reduction to the Davey-Stewartson equations 
(DSE's).l To do this we first obtain the group of Lie point 
symmetries leaving the DSE's invariant. We show that this 
group is infinite dimensional, study its structure, and deter
mine its low-dimensional subgroups. The different sub
groups are then used to reduce the DSE's to a lower-dimen
sional system. 

We recall that the OSE's describe the propagation of 
two-dimensional water waves moving under the force of 
gravity in water of finite depth. We shall write these equa
tions in the form 

i'lit + IJIxx + E 11J1yy = £2/1J11 21J1 + IJIw, 

Wxx + <51Wyy = <52 ( 11JI12)yy , 
(1.1) 

where lJI(x,y,t) and w(x,y,t) are a complex and real func
tion, respectively, and <51, <52• E1, and E2 are real constants, 
with El = ± 1, E2 = ± 1. The subscripts in (1.1) denote 
partial derivatives. 

For purely one-dimensional propagation (along the x 
axis) we have IJI y = 0 and can consider solutions with w = O. 
The DSE's (1.1) then reduce to the nonlinear Schrodinger 
equation 

i'I't + IJI xx E211J11 21J1 . ( 1.2) 

The DSE's thus have the same relation to the nonlinear 
Schrodinger equation as the Kadomtsev-Petviashvili equa
tion2 has to the Korteweg-de Vries one, they provide a two
dimensional generalization in which the basic direction of 
wave propagation remains a privileged one. 

The DSE's belong to the rather limited class of equa
tions in more than 1 + 1 dimensions that are exactly integra
ble3 by inverse scattering techniques and their generaliz
ations.4-6 In particular, the DSE's were shown to have soli
ton and multisoliton solutions.3 

Some recent work has been devoted to the study of sym
metry groups of integrable equations in more than two di
mensions.7

-
12 Thus the Kadomtsev-Petviashvili equation,7 
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the modified Kadomtsev-Petviashvili equation,8 the poten
tial Kadomtsev-Petviashvili equation,12 and the integrable 
three-wave problem 10, II all have infinite-dimensional sym
metry groups. The corresponding infinite-dimensional Lie 
algebras aU have a specific loop algebra structure. They all 
have Virasoro-type subalgebras and can be embedded into 
simple classicalloop algebras of the A ~ 1) type. 13 On the other 
hand, some of the multidimensional equations of the Jimbo
Miwa series,14 which are integrable in a conditional sense,9 
have been shown to have infinite-dimensional Lie symmetry 
algebras that are not loop algebras.9 

In Sec. II we present the symmetry algebra of the DSE's 
and exhibit its loop algebra structure by relating it to the 
algebra s1(7,C), We also obtain the group transformations 
by integrating the vector fields forming the symmetry alge
bra. In Sec. III we classify the one- and two-dimensional 
subalgebras of the OS algebra into conjugacy classes under 
the action of the OS group. The one-dimensional subalge
bras are used in Sec, IV to reduce the OS equations to various 
integrable systems in 1 + 1 dimensions. 

II. THE SYMMETRY GROUP OF THE DAVEY
STEWARTSON EQUATIONS 
A. The DS symmetry algebra 

Standard procedures exist for determining the symme
try algebra of a system of differential equations. IS They are 
so algorithmic that they have been successfully programmed 
using REDUCE,16 MACSYMA,8 or other symbolic languages, 
In order to be able to apply a previously written program,8 

we rewrite the DSE's ( 1.1) in a real form, setting tP u + iv, 
We obtain 

.11 =Ut + Vxx + EIVyy - £2V(U2 + v2
) - VW = 0, 

a3 =wxx + <5 1Wyy 

as 

- 2<52 [uuyy + (Uy )2 + VVyy + (Vy)2] = 0 . 

An element of the symmetry algebra of (2.1) is written 

v = "Ii ax + 7J2 ay + 7J3 at + 4>1 au + 4>2 au + 4>3 aw , 

(2.2) 
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where1/j and~i (i = 1,2,3) arefunctionsofx,y, t, U, v, and 
w. These functions are obtained by solving the determining 
equations, that in turn follow from the equations 

pr(2)V'Aj (x.y,t,u,V,W>L1
1
=O = 0, i = 1,2,3, (2.3) 

where pr{l) V is the second prolongation 15 of the vector field 
V. Applying the programS we obtain the determining equa
tions, a relatively simple system of linear partial differential 
equations for 1/; and ~j' By solving them we find that a gen
eral element of the symmetry algebra of the OSE's (2.1) can 
be written as 

V = X(/) + Y(g) + Z(h) + W(m) , (2.4) 

where 

XCI) =/(t)at + [/,(t)/2](xax +yay -uau 

-va. -2waw ) - [(X2 + Elyl)/S] 

x [/" (t)(v au - u av ) + /m(t)aw 1 ' 
Y(g) =g(t)ax - [x12] 

x [g' (t)(v au - u av ) + g" (t)aw ] , (2.5) 

Z(h) = h(t)ay - [El yl2] 

x [h'(t)(vau -uav ) +h"(t)aw ] ' 

W(m) = m(t)(vau - ua.) + m'(t)aw ' 

The functions g(t), h(t), and met) are arbitrary real
valued functions of class C<%> over some time interval T<;; R. 
The function/(t) satisfies 

/(t) = {arbitrary, if 15 1 = - EI = ± 1, 
a+bt+ct 2, if 151 =1= -EI 

(2.6a) 

(a, b, and c are arbitrary real constants). The primes in (2.5) 
denote derivatives with respect to time t. The OSE's have 
been shown to be integrable precisely in the case when we 
have 

i.e., when/(t) is allowed to be arbitrary. We shall mainly 
concentrate on this case. The commutation relations for the 
OS algebra (2.4), (2.5) are easy to obtain, namely 

[X(/I)'XC!;)] =X(f,Ji -/;/z> , 
[X(/), Y(g) J = Y(/g' - /,gI2) , 

[X(/) , Z(h)] = Z(fh' - /'h 12) , 

[XC/), W(m)] = W(/m') , 
(2.7) 

[Z(h l ),Z(h2)] = -EtW(hlhi -h;h2)/2, 

[Y(g),Z(h)] = [Y(g), W(m)] = [Z(h), W(m)] 

= [W{m l ), W(m2)] =0. 

We see that the OS Lie algebra L allows a Levi decom
position 17 

L =S-fJN, (2.S) 

where S = {X ( / ) } is a simple infinite-dimensional Lie alge
bra and N = {Y(g), Z(h), W(m)} is the radical ofL, which 
in this case happens to be a nilpotent ideal. 

The "obvious" physical symmetries of the OSE's are 
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obtained by restricting all the functions/. g, h, and m to be 
first-order polynomials. We then have 

Po = X(1) = at> PI = Y( 1) = ax, 

P2 = Z( 1) = ay, Ro = W( 1) = vau - u av , 

D=X(t) =tat + (x ax +yay 

- u au - vav )/2 - waw , (2.9) 

BI = Y(t) = tax -x(vau - u av )/2, 

B2 = Z(t) = fay - EIY(Vau - u av )/2, 

RI = W(t) =.t{vau - ua.) +Ro. 

We see that Po, PI' and P2 generate translations in the f, 
x, and y directions, respectively; D corresponds to dilations, 
B I and B2 to Galilei boosts in the x and y directions, respec
tively. Finally Ro corresponds to a rotation in the (u,v) 
plane, i.e., a constant change of phase of'll (x.y,f) andR I to a 
change of phase of'll, linear in f, accompanied by constant 
shift in W (see below) . 

B. Loop structure of the OS symmetry algebra 

Similarly as the algebra of the Kadomtsev-Petviashvili 
equation/ the OS symmetry algebra for 151 = - EI (and 
only in this case) can be embedded into a Kac-Moody type 
loop algebra. 13 To see this, let us restrict/. g, h, and I to be 
Laurent polynomials in t. A basis for this algebra is provided 
by the operators 

X(t") = t n at + nt n
-

IA/2 - n(n - 1)t n
-

2A I/4 

- n(n - l)(n - 2)t" 3 WI 14 , 

Y(t ") = t"X - nt" - IA2/2 - n{n - 1)t" 2W2/2, (2.10) 

Z(t") = t"Y - E1nt n
-

IA 3/2 - E1n(n - l)t n
-

2 W3/2, 

where we have introduced the notation 

A =xax + yay - uau - vav - 2waw ' 

x=ax , y=ay 

Al = !(xl + t:1y)(vau -uav )' A2=x(va .. -uav )' 

A 3 =y(vau -uav ), A4=vau -uav ' (2.11) 

WI = !(x2+ E1y2)aw' w2=xaw ' 

w3 =yaw ' w4=aw ' 

The operators (2.11) form the basis of an II-dimensional 
solvable Lie algebra. It has a ten-dimensional nilpotent ideal, 
the nilradical NR(L) = {X,Y.Al.A2.A3.A4,Wl,W2' W3,W4}. 
In turn the algebra NR(L) has an eight-dimensional uniquely 
defined maximal Abelian ideal {A j W;, i = 1, ... ,4}. The alge
bra (2.11) can be embedded into the simple Lie algebra 
sl(7, C). Indeed, consider the sl(7, C) matrix 
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8 0 X+.J -ElY 0 W2 + EI( - EI)1/2W3 0 -2W4 

0 -8 0 x +.J - ElY a2 + EI( - EI) 1/2a3 0 -204 
0 0 28 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 

Setting all entries but one equal to 0 and the remaining one 
equal to 1, we obtain 11 matrices having the same commuta
tion relations as the vector fields (2.11) [8 = 1 corresponds 
to the operator 11, x = 1 or Y = 1 to X or Y, respectively, 
aj = 10rwj = ltoA j or Wj,respectively(i= 1, ... ,4)].This 
embedding provides us with an identification of the algebra 
generated by X(t"), Y(t"), Z(t"), and W(t") of (2.10). 
We have obtained an infinite-dimensional subalgebra of the 
affine loop algebra, 

~(7,C) = { [R(t,t -I) ® sl(7,C)] $R(t,t -I) ~J . 
(2.13) 

The vector fields X (t ") form a simple subalgebra isomorphic 
to the Z-graded algebra {R(t,t -I)d Idt}, which is in turn iso
morphic to the Virasoro algebra (without a central exten
sion)Y Notice also that each element of (2.10) has a wel1-
defined degree in a natural grading obtained by attributing the 
degree n to the monomial 1" and the degree p. (0<p.<6) to 
each element of (2.11), where p. is the distance from the diag
onal in the matrix (2.12) to the corresponding element 
(p. = 0 for 11, p. = 1 for AI> P. = 2 for X, Y, and WI' etc.). The 
degreesofX(t"), Y(t"), Z(t"),and W(t") arethusn - 1, 
n + 2, n + 2, and n + 5, respectively. 

(i) easef(t) = 0, 

X(A) =X+Ag(t), y(A) =Y+Ah(t), teA) =t, 

CW I 0 - W2 + EI( - EI)1/2W3 
cal 0 a2 + EI( - EI) 1/2a3 

-28 0 x - ( - E
J
)1/2y 

0 8 0 
0 0 -8 

(2.12) 

c. The group transformations 

The elements of the connected part of the symmetry 
group of the DSE's are obtained by integrating the general 
element of the DS Lie algebra (2.4). We consider separately 
the cases f(t) = 0 and f(t) =I O. In each case we write the 
vector field Vin the form (2.2), where'T]j and t/Jj must be 
specified, and integrate the equations 

(2.14 ) 

where 

'T]j = 'T]j (x,ji,t,ii,v,w) , t/Jj = t/Jj (x,ji,t,ii,v,w) . 

The boundary conditions are 

xl,,=o=x, yl,,=o=Y, tl,,=o=t, 
(2.15) 

iil,,=o = u, vl,,=o = V, wl,,=o = w. 
The results of this integration are presented below. For 

each of the two cases mentioned above, we give the trans
formed variables and the expression for the new solution in 
terms of the original one. 

\ji(.x,ji,t) = 'I1(x - Ag(l),ji - Ah (t) ,t) exp i{ (A 12)g' (t)[x - (A 12)g(t)] 

+ (E I/2)Ah'(t)[ji- (AI2)h(t)] -Am(t)}, (2.16) 

w(x,y,t) =W[X-Ag(t),y-Ah(t),t)] - (AI2)g"(t)[x- (AI2)g(t)] - (EI/2)A.h"(t)[ji- (AI2)h(t)] +Am'(t). 

Setting g( t) = h (t) = 0 in (2.16), we see that the presence of W( m) in the symmetry algebra simply means that the DSE's are 
invariant under an arbitrary time dependent change in the phase of '11, compensated by an appropriate transformation ofw. 

(ii) Casef(t) =10, 
- -- -

G(t,t) =fl/2(t)f'g(S)f-312(S)dS, H(t,t) =fl/2(t)f' h(s)f-3/2 (s)ds, t/J'(t) = _I_ 
I I f(t) 

(2.17) 

[t/J(t) can be any antiderivative of l/f(t)], we have 

X(A) = [x + G(t,t(A»)] (f(t(A»)lf(t)] 1/2, y(A) = [y + H(t,f(A»)] (f(t(A»)II(t) ]112, teA) = t/J-I(t/J(t) +A), 

\ji(x,ji t) = [f(!)] 112\ji(X J' t)exp i{ (X2 + E y2) { [I' (t) __ I' (t)] } 
, f(t) , , I 8f(t) 

+ ~x[I(t)f(f)] -1/2[g(f) [f(~) ] 112 - g(t) + ~ 1'(t)G(t,t)] 
2 f(t) 2 

+ EI y[f(t)f(f)] -1/2[h(t) [/(~) ] 112 _ h(t) + ~ 1'(t)H(t,t)] 
2 I(t) 2 
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+ _1_[g(t)G(t,I) + E)h(t)H(t,I)] - I'(t) [G 2(t,I) + E)H 2(t,I)] 
2/(t) 8/(t) 

_ ft g2(s) + Elh 2(S) + 2m (s)/(s) dS} 
t 2/2(S) , 

w(x,y,l) = [/(t)I/(1) jw(x,y,t) 

- J..-(x2 + E) y2)j-2(1) [I" (1)/(1) - J..-[ 1'(1) f - /" (t)/(t) + J..-[I'(t) ]2] 
8 2 2 

- J..- x/- 1/2 (t)/-3/2(1) {[2g' ct)/(I) _ g(I)1' (I)] [/(~) ] 1/2 

4 f(/) 

- [2g' (t)/(t) - g(t)1' (t)] + [t" (t)/(t) ~ [I' (t)] 2 ]G(t,I) } 

- ~ Yf- 1/2(t)/-3/2(1) {[2h ' (1)/(1) _ h(I)1' (I)] [f(~) ])12 
4 let) 

- [2h ' (t)/(t) - h(t)1' (t)] + [1" (t)/(t) - ~ [I' (t)]2 ]H(t,I) } 

4/(t~/(1) ([2g'(t)/(t) - g(t)/'(t) ]G(t,I) + EI [2h '(t)f(t) - h(t)I'(t) ]H(t,I)} 

+ 8/(t~/(1) [/"(t)f(t) - ~ [1'(t)]2] [G
2
(t,I) + Ej H

2
(t,I)] 

+ g2(I) + Elh 2(1) + 4m(I)/(I) _ g2(t) + E)h 2(t) + 4m(t)/(t) 

4/2(1) 4/(t)/(1) 

The variables x, y, and t appearing on the right-hand side 
of the expressions for \{I and w in (2.18) are to be interpreted 
as functions of X, y, and I, i.e., 

x = [x + G(I,I)] [f(t)I/(I)] 1/2, 

y = [y + H(I,t)] [f(t)I/CI) p/2, 1= t/J-I(t/J(I) - A) . 
(2.19) 

Note that by construction, a one-dimensional Lie subgroup of 
transfonnations is generated if one fixes the functions g, h, I in 
(2.16), orf, g, h, lin (2.18), and then allows the parameter A 
to take on arbitrary real values. 

The expressions for \ii and w in (2.16) and (2.18) can be 
used to generate new solutions of the DSE's from known ones. 
More precisely, if (\{I,w) is a local solution of the DSE's in the 
neighborhood of (x,y,t) then (\ii,w) given by (2.16) or 
(2.18) will be a local solution ofthe DSE's in the neighbor
hood of (x (A ),y(A ),I(A»), In particular, the application of the 
transfonnations (2.16) and (2.18) to the "trivial" constant 
solution 

\{I(x,y,t) = \{Io, w(x,y,t) = Ed\{lol2, (2.20) 

I 
act) =/(I)I/(t), 

bC~) = [/(1)/(1)] -1/2{g(l) [/(~) ] 1/2 

aCt) /(t) 

- get) + ~{'(t)G(t,I)}, 

c(~) = [/(t)/(I)] 1/2{h(l) [/(~) ] 1/2 

a(t) /Ct) 

- h(t) + ~{'(t)H(t,I) 1, 

fi b 2(S) + EIC
2 (S) + 2e(s)a(s) ds 

t a2(s) 

= ft g2(s) + Elh 2(S) + 2m (s)f(s) ds 
t /2(S) 

1 - -- -ji [g(t)G(t,t) + Elh(t)H(t,t)] 
(t) 

+ /'(1) [G 2(t I) + E H2(11)] 4f(t) , I , , 

I=t/J-I(t/J(t) + Ao), t/J'(t) = II/(t). 

(2.18 ) 

(2.21 ) 

provides us ~th a family of solutions depending on three 
arbitrary functions of time in the case of (2.16) and four arbi
trary functions of time in the case of (2.18). 

By introducing new functions of time, it is possible to 
obtain a much more simple expression than C2.18) for the 
elements of the symmetry group of the DSE's when/(t) #0. 
Let aCt), bet), c(t), and e(t) be arbitrary real-valued func
tions of class C'" with the restriction thata(t) #0. Then, for 
a fixed value of the parameter Ao, take/(t), get), hCt), and 
l(t) in (2.17) and C2.18) to be the solutions of the following 
system of functional equations: 

Under these conditions, it can be verified that for appropriate 
constants of integration c I' C2' C3' and c4 , the transfonnations 
(2.18) reduce to the following transfonnations when A = Ao 
(and only for this value of A) : 
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x = [x + f b(l)a-3f2(1)dl + CI ]al/2(I), 

y = [y + fC(1)a-3/2(I)dl + C2 ]a I/2 (1), 
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w(x,y,i) = a-1w(x,y,t) _ + ( aa" :? ~a'2) (X2 + EI y2) 

_ ~( 2b 'a - ba' )x _ ~(2C' a - ca' \" 
4 a2 4 a2 y 
~(b2 + EIC

2 + 4ea) 
+ 4 a2 • 

The functions a, b, c, e, and the derivatives ofthese functions 
appearing in the right-hand side of the expressions for Iii and 
win (2.22) are all evaluated at t. Moreover, the variables x, y, 
t appearing in the argument of 'I' and w in the same expres
sions are to be interpreted as functions of X, y, t, i.e., 

x = xa- 1/2 (t) - J b(t)a-3/2(t)dt - C 1 , 

y = ya- 1/2(t) - J c(t)a-3/2(t)dt - C2 , 

t = ~(t). 

(2.23) 

It should be pointed out that the constants c I' c2, C3' and C4 can 
be omitted when using (2.22) since they can always be re
moved by applying the transformation exp{ -X(C3) 

- Y(c l ) - Z(c2) - W(c4 )} prior to the application of 
(2.22). 

Finally, let us mention that the OSE's (1.1) are also in
variant under a group of discrete transformations, generated 
by the transformations 

x- -x, y-y, t-t, 'I' -+ '1', w-+w, 

x-+x, y- -y, t-t, 'I' - '1', w-w, 

x-x, y-y, t-t, 'I' -+ - '1', w-w, 

x-+x, y-+y, t-+ - t, 'I' -+ '1'*, w-w. 
(2.24) 

III. ONE- AND TWO-DIMENSIONAL SUBALGEBRAS OF 
THE DAVEY-STEWARTSON SYMMETRY ALGEBRA 

In order to perform symmetry reduction for the OSE's 
in a systematic manner, we need to know all subgroups ofthe 
symmetry group having generic orbits of codimension 1 and 
2 in the {x,y,t} space. This is equivalent to performing a 
classification of all one- and two-dimensional subalgebras of 
the OS algebra into conjugacy classes under the adjoint ac
tion of the OS group, i.e., the group leaving the equations 
invariant. 

The method is exactly the same as the one employed re
cently for the Kadomtsev-Petviashvili equation,7 and is an 
adaptation of methods developed earlier for classifying sub
algebras of finite-dimensional Lie algebras. 18.19 

The first step is to classify subalgebras of the factor alge
braS = {X(F)}in the Levi decomposition (2.8) For this we 
can use results obtained earlier7 for an isomorphic algebra. 
Thus every nontrivial one-dimensional subalgebra of S is con
jugate to {XC 1 )} and every two-dimensional subalgebra to 
aff(1,R) = {X(1),x(t)}. 

One-dimensional subalgebras of the entire OS algebra 
will thus have the form {XC 1) + Y(g) + Z(h) + W(m)}, 
or {Y(g) + Z(h) + W(m)}. Using the transformations 
(2.16) -( 2.19) we can show that every subalgebra of the first 
type is conjugate to X( 1 ). 

The subalgebras of the second type split into several 
classes depending on which of the functionsg(t), h(t), and 
m (t) are nonzero (in the considered t interval). We drop all 
details and present representatives of each conjugacy class of 
one-dimensional subalgebras of the OS algebra in Table I. 
The classification is under the entire OS group including the 
discrete transformations (2.24). 

In column 1 we introduce a name for each class of subal
gebras. In column 2 we give the basis element for each repre
sentative subalgebra. In column 3 we present the normalizer 
of each subalgebra in the OS algebra, i.e., the maximal subal
gebra LoCL satisfying 

[X,xo] = AXo, XELo , (3.1) 

where AER is a constant and Xo is the corresponding basis 
element in column 2. In column 4 we give the conditions 

TABLE I. One-dimensional subalgebras of the Davey-Stewartson algebra (a;;.O and AeR are constants, h, F, H, G, and L are functions of t). 

Characterization 
No. Basis element Normalizer of conjugacy class 

L •.• X(l) X(t), X(l), Y(l), Z(l), W(l) /010 
Lf.2 Y(l) +aZ(l) X(t), X(l), Y( - E.aH) + Z(H) /=0, h = ±ag¥O 

Y(l), Z(l), W(L) 

L •. 3 (h) Y(l) + Z(h) - E.Y[f~(hH' - h 'H)ds] + Z(H), /=0, g¥O 
h'#O Y(l), Z(h), W(L) h ¥Ag 

L •. 4 Z(1) X(t), X(l), Y(G), Z(1), W(L) /=g=O, h #0 

L •. 5 W(t) X(t), Y(G), Z(H), W(L) /=g=h=O, 
m#O 

L •. 6 W(l) X(F), Y(G), Z(H), W(L) /=g=h=O 
m=A¥O 
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under which a general element of the form (2.4) can be 
transformed into a constant multiple of the element in col
umn2. 

Two isomorphy classes of two-dimensional Lie algebras 
{XI.xZ} exist, Abelian (U I ) and non-Abelian (A z), with 
commutation relation 

(3.2) 

respectively. To obtain all such algebras we let XI run through 
all the standard forms of Table 1. The other element X 2 must 
then lie in the normalizer nor{XI} and can be further simpli
fied using the Lie group Nor{XI} corresponding to the alge
bra nor{XI}. 

The results are summarized in Table II. Certain redun
dancies have been left in Tables I and II. Thus two one
dimensional subalgebras L 1.3 (hi) and L 1.3 (h 2 ) are conju
gate to each other if there exist two constants A and ft, such 
that 

(3.3) 

Similar redundancies exist in Table II and can be re
moved, e.g., by fixing the values of the function h(t) and its 
derivative at some point t = to> Since this has no conse
quences for symmetry reduction, we shall not dwell on it 
here. 

IV. SYMMETRY REDUCTION FOR THE DAVEY
STEWARTSON EQUATIONS 

We shall now use the results of the previous sections to 
reduce the DSE's to a system of equations involving two inde
pendent variables only. To do this we make use of the one
dimensional subalgebras of the DS algebra, listed in Table 1. 
The method is standard and quite simple. We consider an 
auxiliary function F(x,y,t,u,v,w) and request that it be anni-

TABLE II. Two-dimensional subalgebras of the DS algebra (a>O, 
heR, k = 0, are constants, h, H, and m are functions of t). 

No. Type Basis element 

Lo,k 
2,1 

L~.2 

L 2,3 

La,b.h 
2,4 

La.h. .. 
2,' 

Lh,H 
2.6 , 

h',#O 

L~!?, 
h',#O 

L;:8 

L'" 2,0 

L~,.o 

L ;:ll 
L 2,12 

L 2,13 

6 

2A, 

2A, 

2A} 

2A} 

2A, 

2A1 

2A. 

2A} 

2A} 

A2 

A2 

A2 

A2 

X(l), yO) + aZO) + kW(l) 

X(l), Z(l) +kW(l} 

X(1}, W(1} 

Y(1) +aZO), Y( -E,ah) +Z(h) +bZ(l) 

YO) +aZ(l), Y( -E.ah) +Z(h) + W(m) 

[m 0 if (a2,E.) '#0, -1)] 

Y(1) +Z(h), -E.Y[f~(hH' -h'H)ds] +Z(H) 

YO) +Z(h), W(m) 

Z(l), W(m) 

W(t), W(m) 

X(1), XU) + kW(1) 

YO) +aZ(l), 2X(t) 

Z(l), 2X(t) 

W(t), -X(t) 
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hilated by the elements of the one-dimensional subalgebra 
{X}: 

XF=O. (4.1 ) 

Equation (4.1) implies that F is a function of five variables 
only, namely the invariants of the Lie group generated by X. 
Two invariants sand 'fJ can be chosen to depend on x,y, and t 
only, these are the new symmetry variables. The remaining 
invariants yield the dependence of u, v, and w (i.e., l/J and w) 
on the symmetry variables, 

Only vector fields involving derivatives with respect to 
the independent variables yield reductions. Hence we shall 
only use the subalgebras L 1,1 , ••• ,L 1,4 of Table 1. We shall 
perform the reduction using the "standard" basis elements 
of Table 1. The result for a general vector field (2.4) is ob
tained from the results for a simplified one by applying a 
general group transformation (2.16)-(2.24). 

A. The algebra L
"
, 

The equation X( 1 )F(x, y, t, U, v, w) = 0 tells us that 
the invariants of exp X( 1) arex,y, U, v, and w. The reduction 
is hence obtained by setting 

'II (x,y,t) = <P(s,'fJ) , s=x, 'fJ=y, 

w(x,y,t) = Q(s,'fJ) . 
(4.2) 

Substituting into the DSE's ( 1.1 ) we obtain the reduced 
system 

1>ss + EI 1>,.,,., = E211>12<P + 1>Q, 
Qss + DIQ,.,,., = D2 ( 11>1 2

),.,,., • 

(4.3a) 

(4.3b) 

Applying a general DS group transformation to a solu
tion of (4.3) we obtain a class of solutions of the DSE's, 
depending on four arbitrary functionsf(t), g(t), h(t), and 
l(t). Thus assumingf(t) #0, we obtain 

'II = <P(S,'fJV- 1/Z eXPi[+(XZ + E1 y2)j 

+ 1 ( + h) 1 f E1h 2 + g2 + 2mfd ] - xg ElY -- s 
2f 2 P , 

W= Q(S'fJ)..!... - _1_(./J" - ..!...f'2)(X2 + ElY) , f 8P 2 

-~(2g'f-gf') - ElY (2h 'f-hf') (4.4) 
4/2 4/2 

+ ..!...g2 + Elh 2 + 4mf 
4 f2 ' 

S = xf- 1/2 - f g(s) [f(s)] -3/2 ds , 

'fJ = yf- I / 2 - f h(s) [f(s)] -3/2 ds . 

Substituting (4.4) into the DSE's (1.1) we find that <P(s, 'fJ) 
and Q(s, 'fJ) must satisfy Eqs. (4.3a) and 

8 [Qss + DIQ,.,,., - t52 ( 1<P1 2),.,,., ] 
(4.5) 

which reduces to (4.3b) if 151 = - EI or iff(t) = (a + bt)2 
[see (2.6)]. 
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B. The algebra Lt2 

The equation [Y(1) + aZ(1)]F o implies a reduction 
obtained by setting 

",(x,)',t) = O(S,t), w(x,)',t) = Q(S, t), 

s = t, t = y - ax . 
(4.6) 

By substituting into the DS equations we obtain the reduced 
system 

iOs + (a
2 + E,)O"" = E2 1!lJZO + QO, 

(a
2 + 8,)Q"" = 82 ( I!W)"" . 

(4.7a) 

(4.7b) 

This system can be further simplified. We solve the sec
ond equation (choosing a2 =/= - 8,): 

Q(s,t) = [82/(a2 +8,)]101 2 +a(s)t+P(s), (4.8) 

where a(s) and pes) are arbitrary functions. Expression 
(4.8) can be substituted back into Eq. (4.7a) and we obtain 
an equation for 0 (s, t) alone. A transformation of the depen
dent and independent variables can be found that takes (4. 7a) 
into the nonlinear SchrOdinger equation. The final result is 

\{I(x,y,t) = {E4(a2 + 8 1)/[E2(a2 + 81) + 82]},IZtP (S, 7]) 

Xexpi[(y-ax)F(t) +G(t)], 

w(x,)',t) = {82E4/[Ez(az +81) + 82]}ltP(s, 7])1 2 

+ a(t) (y - ax) + P(t) , 

F(t) = - I a(t)dt, 

G(t) = - I [(a2 + EI )F2 (t) + P(t) ]dt , 

H(t) = - 2[E3(a2 + E,)] l/2I F(t)dt, 

_ aZ +8, 
E4 - sgn 2 ' 

E2(a + 81) + 82 

S = E3t , 7] = [E3(az + EI )] -'/2(y - ax) + H(t), 

E3 = sgn(a2 + E I ) • 

(4.9) 

Here aCt) and P(t) are arbitrary functions of time, a is a 
constant, and tP(s,7]) satisfies the nonlinear SchrOdinger 
equation 

itPs + tP'1'1 = E3E4tPltPiz . (4.10) 

We shall not present the more general solution, obtained 
by applying a general DS group element to the solution (4.9). 

c. The algebra L ,,3(h) 

We have 

7 

[Y(1) +Z(h)]F ={Bx +hBy - (E,/2)y[h'(vBu 

- u Bv) + h " Bw]}F = 0 . 
(4.11) 

The characteristic system for (4.11) is 

dx dy 2du 2dv 2dw 
-1-=-;;= - Elyh'v = E,yh'u = E,yh'" 

(4.12) 
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By solving (4.12) we obtain 

\{I = tP(S' 7] )ex~i(EI/4) (h '/h )yZ), 

w= Q(S'7]) - (E l /4)(h"/h)y, 

~-t 
~ - , (4.13) 
7]=y-h(t)x, 

where the DSE's imply 

'h' . h' 
itPs + (El +h2)tP'1'1 +~tP'1 ++-;;tP 

= E21tPI
2

tP + tPQ, ( 4. 14a) 

h 2 ~ E I8l h" ~ 1""12 ( +u,)Q'1'1 -----=U2( 'I' )'17/' 
2 h 

(4.14b) 

The system (4.14) can be further simplified. Solving 
(4.14b) and substituting into (4.14a), we find 

Q= /2 ItP12+ ~,81 !!..:...-7]2+ a (t)7]+P(t) , 
h +8) 4(h +8,) h 

(4.15) 

( 
i h' E,8, h" 2 ) 

+ 2-;;- 4(h 2+8,) h7] -a7]-p tP 

=(E + 82 )ltPI2tP. (4.16) 
2 h 2 +8, 

Equation (4.16) can be reduced to a nonlinear Schrodinger 
equation with variable coefficients. To see this, set 

Q =A(t)11(s, t)exp[i(7]zH + 7]F + G)] , 

t y(t)7] + K(t) . 

We choose H(t) to satisfy a Riccati equation 

( 4.17) 

H'+4(E +h2)H2+ El8 l !!":"'-+2'.!..:..H=O 
) 4(h 2+8,) h h 

and the other functions in (4.17) to satisfy 

F' + 4(E, + h 2)HF+ (h '/h)F+ a = 0, 

G' + (E l +h 2 )F2+p=0, 

A h -'/2 exp[ -2I(E, +hZ)Hdt]. 

K - 2 I (EI + h Z)yF dt , y = A 2. 

The function 11 in (4.17) then satisfies the equation 

iOs + (EI + h 2)A 411ss 

= (E2 + 82/(h 2 + 81»)A 21111 211. 

(4.18 ) 

(4.19) 

(4.20) 

For 81 = - E, a particular solution of the Riccati equation 
(4.18) is 

H =h '/4(h 2 -Edh. (4.21) 

D. The algebra L1,4 

The algebra generated by Z( 1) = By leads in a simple 
manner to the nonlinear Schrodinger equation. Indeed a 
straightforward reduction with '" = O(x,t), w = Q(x,t) 
yields 
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iD.t + D.xx = E21D.12D. + D.Q, Qxx = O. (4.22) 
Putting 

'I' = t/J(t, s)ei[F.>:+Gl, 
(4.23) 

w = a(t)x + fl(t), 5 = x + H(t) , 

with 

F(t) = - f a (t)dt, G(t) = - f (F 2 + {3)dt, 

H(t) = - 2 f F dt , 

we find that t/J(t,s) satisfies the nonlinear SchrOdinger equa
tion (1.2). 

The algebras of Table II could be used to reduce the 
DSE's to various systems of nonlinear ordinary differential 
equations. These are easy to obtain and we shall not go into 
them here. 

V. CONCLUSIONS 

We have shown that the Davey-Stewartson equations 
( 1.1) have an infinite-dimensional symmetry group. More
over, for the integrable case when 81 = - El in (1.1), the 
symmetry Lie algebra has a loop algebra structure, similar to 
that of all other known integrable nonlinear differential 
equations in 2 + 1 dimensions.7

-
12 

One-dimensional subalgebras of the symmetry algebra 
have been used in Sec. IV to reduce the DSE's to one of three 
two-dimensional systems. These are the system (4.3), the 
nonlinear SchrOdinger equation (4.10) and Eq. (4.16). Large 
classes of solutions of the nonlinear SchrOdinger equation are 
known (solitons, multisolitons, background radiation, quasi
periodic solutions).4.5 The system (4.3) and Eq. (4.16) have, 
to our knowledge, not been studied in the literature. They 
merit a separate investigation and we plan to return to them in 
the future. 

8 J. Math. Phys., Vol. 29, No.1, January 1988 
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The converse problem of similarity analysis is solved in general for the finite symmetry 
transformations of any inhomogeneous ordinary linear differential equation of the second 
order x + f2 (t)x + fl (t)x = fo(t). The eight-parameter realizations ofthe symmetry group 
are obtained in the form y-192 Y, where Y stands for transformations of (t,x) that depend 
exclusively on the fundamental solutions of the equation, and where 9 2 is an arbitrary 
projective transformation in the plane. Thus it is shown that the full point symmetry group 
corresponds to SL(3,R) indeed, without recourse to the Lie algebra. Also, a technique is 
obtained for calculating the finite point symmetry realization of SL( 3,R) for any given one
dimensional linear system. Some miscellaneous examples are given. 

I. INTRODUCTION 

In this paper we are interested in the point symmetry 
properties of one-dimensional linear systems in Newtonian 
mechanics. It is our aim to give a unified treatment of the 
similarity properties of such systems, in order to show that 
SL(3,R) is the maximal group of point symmetry transfor
mations for all linear inhomogeneous ordinary differential 
equations of the second order, in one real dependent vari
able. I To this end, we shall use the group elements (instead 
of the Lie algebra generators I ) to uncover the symmetry 
group. Furthermore, as a striking feature of this approach, 
one obtains a technique for calculating the realization of 
SL( 3,R), as a group of point symmetry transformations, for 
any given second-order linear differential equation in one 
dimension. 

In the last few years there has been considerable prog
ress in the study of symmetries and invariants in classical 
mechanics.2 Different approaches to this subject are found in 
contemporary literature, which start from different concepts 
of what is the basic dynamical formulation for studying the 
symmetries of mechanical systems in generaP Thus 
Noether and Lie symmetries have been distinguished,3 and 
Noether and non-Noether constants of motion4 have been 
discussed in the recent literature. As a matter of fact, the 
overriding lesson seems to be that all these approaches are 
equally fruitful for the theory of symmetry in dynamics. 3 

Interesting progress on this subject has been made in 
recent years from the standpoint of continuous groups of 
transformations of the equations of motion.5 It has been 
found that the demand of invariance of equations of motion 
yields not only the conventional conservation laws, but also 
the "accidental symmetries" and the corresponding conser
vation laws.6 In particular, let us recall that the maximal Lie 
group of point symmetry transformations for the simple har
monic oscillator was identified by Wulfman and Wybourne7 

as the group SL(3,R).8 Wulfman and Wybourne, however, 
present the space-time realization ofSL(3,R) (for the case 
x + aix = 0) only through its one-parameter subgroups. 

Hence their realization of the elements of the group is not 
complete, because the analytic continuation of the one-pa
rameter space-time transformations over the group mani
fold is still missing in that work. This analytic continuation 
being necessary, of course, in order to have a complete space
time realization of the generic element of SL( 3,R) with the 
eight parameters included. 

In a previous paper,9 the problem set by the space-time 
realization of the general element of SL( 3,R) was revisited 
for the case of the harmonic oscillator. In that paper, the 
general realization of the group was calculated with the eight 
parameters included; and the group was shown to be 
SL (3,R ), without recourse to the Lie algebra. Therefore a 
synthetic method was adopted, considering SL(3,R) as a 
group of space-time automorphisms that interconverts one 
admissible world line of the oscillator into another. In this 
manner, it can be found that the point symmetry group of 
x + aix = 0 becomes faithfully realized as the projective 
group in the plane. In fact, it is well known that SL( 3,R) and 
the projective group in the plane are isomorphic (cf., also, 
infra). The important point to remark concerning the syn
thetic method lies in its linear character, which rests exclu
sively on the property that x + {J)2X = 0 is a linear differen
tial equation of the second order. Indeed, in the present paper 
we shall take advantage of this fact, extending the synthetic 
method to study the point symmetries of any linear second
order differential equation. In this fashion, we shall obtain 
complete generalization and unification of a great amount of 
work, which has been previously performed on the symme
try properties of one-dimensional linear systems in classical 
mechanics. 

The organization of this paper is as follows. We first 
briefly examine some features of the finite symmetry analysis 
of a one-dimensional linear system (Sec. II). Then we tackle 
the general converse similarity problem for one-dimensional 
linear systems by means of a new approach (Sec. III), which 
reveals the central role played by the projective group. In 
Sec. IV, we establish the relation with SL(3,R). Finally, Sec. 
V contains some examples of the formalism. 
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II. SOME REMARKS ON THE FINITE POINT SYMMETRY 
TRANSFORMATIONS OF 1l+fak+f1X=fo 

The standard form of the linear di1ferential equation of 
the second order will be taken to be 

x + J;(t)x + II (t)x =/o(t), (2.1 ) 

where all variables and functions are real. In the sequel it will 
be assumed that we are working within an interval of the 
independent variable, tl < t < t2, throughout whichll (t) and 
12(t) [as well aslo(t)] are continuous one-valued functions; 
i.e., there exists a unique continuous solution x = w(t), 
within tl < t < t2. 

For our purposes we may consider the whole space-time 
of the system as decomposed in continuous bands, say 
{ta < t < ta + I' - 00 <x < + oo}, a = 1,2, ... , within each 
of which the problem set by Eq. (2.1) is well posed and the 
fundamental existence theorem holds. 10 

Let us briefly discuss some critical features of the sym
metry problem ofEq. (2.1). As is well known, once/o(t), 
II (t), and/2 (t) are given, the symmetry group of such an 
equation is realized by a set of point transformations, 

t' = T(t,x), x' = S(t,x), (2.2) 

with nonvanishing Jacobian, endowed with the property of 
leaving Eq. (2.1) form invariant. Namely, the following 
equivalence holds: 

L(t)x = lo(t) <;:::>L(t')x' =/o(t') , (2.3) 

upon the transformation of space-time variables (2.2), 
where L (t) denotes the corresponding linear operator. If one 
considers the first and second extensions of these transfor
mations (i.e., x--+x' and X--+XH), substitutes them into Eq. 
(2.3), and separates the coefficients for the different powers 
ofx (as usual l.ll ), one gets a system offour coupled nonlin
ear second-order partial di1ferential equations for T and S. 
These equations (which we here omit, for the sake of brief
ness, cf., for instance, Ref. 9) are the starting point in the 
similarity analysis ofjinite point transformations of a linear 
second-order differential equation like (2.1). In each con
crete instance, that is, when/o(t), II (t), andJ;(t) are given 
functions, the general solution of such nonlinear system for 
T and S affords a realization of a Lie group having no more 
than eight essential parameters. 12 These parameters may be 
adjusted by means of the integration constants and a set of 
admissible "initial conditions" introduced at a fixed ordi
nary event (to,xo). In this fashion one gets a reasonable para
metrization of the point transformation group. (Thisjinite 
similarity method was used successfully in our previous pa
per,9 for the equation x + (J)2X = 0.) 

It is clear that for the case of the general linear equation 
(2.1) the familar similarity methods are completely useless 
because further analysis of the nonlinear equations for T and 
S (or of the linearized infinitesimal version thereofll) would 
require the knowledge of/o( t), II (t), and/2 (t). Since in this 
paper we are interested in the symmetry properties of the 
whole class of differential equations of the kind (2.1), in
stead of a specific member of this class, the problem must be 
faced ab initio under a different perspective, and recourse to 
techniques that differ from the usual tools of similarity anal-

10 J. Math. Phys., Vol. 29, No.1, January 1988 

ysis of differential equationsl,ll seems to be unavoidable in 
this case. 

III. THE PROJECTIVE GROUP IN THE (i, X) PLANE 

The main ideas of our approach follow. In the theory of 
the second-order linear differential equation (2.1) one ex
tracts as many properties of the solution as possible by con
sidering some changes of the dependent (or the indepen
dent) variable, which reduce the number of essentially 
distinct types of equations. A well known example is the 
substitution 

y(t) = x(t) exp{ ~ f dt' J;(t') } 

that transforms Eq. (2.1) into 

Y+ {/1(t) - ~ i2(t) - ! {f2(t»)2}y 

(3.1) 

(3.2) 

Another example is the Liouville transformation (of the in
dependent variable), which somehow inverts the tranforma
tion above. In the technique of changing the form of a di1fer
ential equation into another, care must be exercised in verify
ing the one-to-one nature of the transformation of variables. 
However, one does not need the luxury of an explicit repre
sentation of the solution x = w(t) in terms ollo(t), II (t), 
andJ; (t), wherefrom the power of this technique stems. 13 In 
the same spirit, in order to study the symmetry properties of 
Eq. (2.1) we shall begin by reducing its lorm to the simplest 
one. 

First, let us settle our notation. Henceforth, U I ( t) and 
U2(t) are two given linearly independent solutions of the 
corresponding homogeneous equation, i.e., 

L(t)uj (t) = 0, 

forj = 1,2, with 

(3.3 ) 

ul (t)U2(t) - UI (t)u2(t) ,eO. (3.4 ) 

We shall write Up (t) to denote a particular solution of Eq. 
( 2.1 ). Hence for the complete primitive of the inhomogen
eous equation (2.1), we write 

x=w(t) =aul(t) +/3u2(t) +up(t), (3.5) 

where a and /3 are two arbitrary real constants. 
We next introduce the following lemmas. 
Lemma I: Within those subintervals of t I < t < t2 where 

u2 (t) ,eO, one has 

(3.6) 

and 

(W~2Upr+(2::+J;)(W~2UP}=0. (3.7) 

Here we have written (I)', instead of j, for convenience. 
The reader can prove Lemma I rather easily. 

Lemma II: The definition of new variables, 

1 = 1'(t): = UI (t)/u2(t), x = [x - Up (t) ]lu2(t) 
(3.8) 
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(within its domain of validity), entails a local transforma
tion of space-time coordinates 

Indeed, the Jacobian ofEq. (3.8) is given by 

a(1,x) = ul (t)uz(t) - U I (t)uz(t) #0, (3.9) 
a(t,x) (uz(t»)3 

and the corresponding inverse transformation is of the gen
eral form 

t=r- I(1), x=A(l)x+B(l), 

where, clearly, 

i- I (1): = ~ = ((::}) -I, 

A(l): = uz(r- I (1», B(l): = up (r- I (1)). 

(3.10) 

(3.11 ) 

Next, we take advantage of these rather simple facts, 
and we assert the following theorems. 

Theorem I: The local transformation of space-time co
ordinates, stated in Eq. (3.8), transforms the equation of 
motion 

(3.12) 

into 

~=O, (3.13 ) 

where ~ = di/til and i = dUtil. 
Proof' In fact, the first and second extensions of the 

transformation (3.8) are given by 

(3.14) 

respectively. Therefore, in particular, "on the world lines" 
x = w(t) as a consequence of Lemma I, Eq. (3.15) yields 
( 3.13 ). This ends the proof. 

Theorem II: The inverse local transformation of space
time coordinates, defined in Eqs. (3.10) and (3.11 ), changes 
the differential equation (3.13) into (3.12). 

The proof of this theorem is straightforward (albeit 
rather lengthy) . We shall briefly refer to transformation 
(3.8) as a Y transformation. Of course, since both solutions, 
U I (t) and uz(t), are on the same footing, it is clear that simi
lar results hold for a (uz/u I) transformation scheme in those 
subintervals of tl < t < tz where UI (t) :;'=0, mutatis mutandi. 
Hence one may cover any continuous space-time band with a 
set of overlapping Y transformations producing a set of 
overlapping (1, x) coordinate patches, as the case may be. 

These are far-reaching results, for it is immediate that 
they bring to the fore the projective group of the plane as 
playing an outstanding role in the description of the point 
symmetry properties of a linear second-order differential 
equation like (2.1 ). Let us discuss this subject rather briefly. 
Having performed the local Y transformation, if one next 
performs a projective transformation, 9 z (q): 
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q 

(1, x) -- (1',x'), say, 

l' = qll + qZx + q3 
q71+ q8x + 1 ' 

one certainly obtains 

~=O :::::}~'=O. 

(3.16) 

(3.17) 

Hence if one finally performs the inverse transformation, 
Y-I: (1' ,x') -- (t ',x'), as in Eqs. (3.10) and (3.11), i.e., 

t'=r- I(1'), x'=A(l')x'+B(1'), (3.18) 

[with (1' ,x') as given in Eq. (3.16)] according to Theorem 
II, one certainly gets 

~, = 0 :::::} x' + fz(t')x' + fl(t')x' - /o(t') = O. (3.19) 

Thus the transformation 

(3.20) 

gives us the space-time realization of the full point symmetry 
group of a one-dimensional linear Newtonian system. Since 
the Y transformations do not form a Lie group, and since, 
clearly, 

(Y- 19 z(q,)Y)(Y- 19 z(q)Y) 

= Y- I(9 z(q')9 z(q»)Y 

=Y- 19 z(g(q';q»)Y, (3.21) 

whereg" (q';q) = q"Q,a = 1, ... ,8, denotes the binary compo
sition law of the parameters of the projective group, we have 
shown the following theorem. 

Theorem III: The full point symmetry group of Eq. 
(2.1) corresponds to those space-time realizations of the 
projective group in plane (9 z) which are of the form 
Y- 19 zY' 

To end this section, let us epitomize and exhibit the 
q 

eight-parameter transformations (t,x) -- (t ',x') that keep 
invariant the equation of motion of a one-dimensional linear 
system. After substitution from Eqs. (3.8) into (3.16), we 
obtain 

1'= ul(t') = qlul(t) +~uz(t) +qZ(x-up(t») 

uz(t') q7UI (t) + q8(X - Up (t») + uz(t) , 
(3.22) 

A, x'-up(t') q4UI (t) +q6U2 (t) +qS(x-up(t») 
x - - ---::-'----=~=------=-~-~----.:.. 

- u2(t') - q7UI (t)+q8(X-U p(t»)+u2(t) . 

In this way, usingEqs. (3.18) [cf. alsoEqs. (3.11)], one gets 
the final answer, 

, _1(qlul(t) +q3U2 (t) +q2(X-Up(t»)) 
t = r 

q7UI (t) + q8(X - Up (t») + u2(t) 

, q4UI (t) + q6U2 (t) + qS(x - up(t») 
x = U2 q7UI (t) + q8(X - up(t») + U2(t) 

(3.23) 
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One can easily check the identity in Eqs. (3.23) against the 
identity in Eqs. (3.16); Le., one sets q' =q5 = 1, and 
q2 = q3 = q4 = q6 = q 7 = q8 = O. Furthermore, one ob
serves that using a (U2/UI) scheme for the Y transforma
tions, instead of the (UI/U2) scheme used in this paper, is 
tantamount to a trivial reparametrization of the projective 
group (as it should be). 

It must be borne in mind that, according to Eq. (3.21), 
the transformations of space-time coordinates stated in Eqs. 
(3.23) carry a faithful realization of the eight-parameter 
group g> 2' within their domain of definition. Hence we have 
shown the following theorem. 

Theorem IV: The full point symmetry group of Eq. 
(2.1) is isomorphic with the projective group g> 2' 

IV.SL(3,R) 

We are in position to discuss the issue of SL(3,R) in 
connection with the symmetry properties of the general lin
ear equation of motion (2.1). To this end, we follow the 
same arguments used in Ref. 9, which rest exclusively in the 
linear character of the differential equation. 

Let us handle the transformations (3.22) in a "com
pact" fashion. Therefore we write 

( 

UI(t')/U2(t') ) 

[x' - UP(tl')]/U2(t') 

(

ql q2 q3X U 1 (t)/u2(t) ) 
=,p q4 q5 q6 [x - up(t) ]/u2(t) , 

q7 q8 1 1 
(4.1 ) 

where 

,p=(1+q7 ul(t) +q8
X

-
UP (t»)-1 (4.2) 

u2 (t) u2 (t) 
We then rewrite Eq. (4.1) symbolically, to read 

v' = ,p(v;q)M(q)'v, (4.3) 

which meaning is clear. Let us observe that this last equation 
may be written also in the form 

v' = M(q)'v/(M(q)'vb, (4.4) 

where (M(q)'vb stands for the third row in M(q)·v. Equa
tion (4.4) shows neatly the projective nature of the transfor
mation (4.1). 

Next, we need the Jacobian J = a( t ',x') / a( t,x) of Eqs. 
(3.23). A straightforward calculation yields 

In consequence, upon performing two successive transfor
mations, we require that 

v" = ,p"M"'v = ,p',pM'·M·v (4.6) 

holds for every column v = (U I /U2,(X - up )/u2,1) (tran
sposed), as this is a necessary consequence of the group 
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property of these transformations. Of course, in Eq. (4.6) we 
havewritten,p' = ,p(v';q'),,p" = ,p(v;q"), M' = M(q'), and 
M" = M(q"), where, clearly, qua = g"(q';q), a = 1, ... ,8, as 
one obtains from the projective group [cf. Eq. (3.22) ]. Since 
J" = J'J, Eq. (4.5) yields immediately 

,p"3 det(M") = (,p',p)3 det(M')det(M); (4.7) 

i.e., the expression 

«(J" /,p',p)3 = det(M"M)/det(M") (4.8) 

is a function of q' and q only, for it does not depend on the v's. 
Hence from Eq. (4.6) one readily gets 

M" M' M 
(det(M"»)1/3 (det(M'»)1/3' (det(M»)1/3' 

(4.9) 

or, more explicitly, 

M(g(q';q») 

(det{M(g(q';q»)}) 1/3 

M(q') M(q) 
= (det{M(q')})1/2 • (det{M(q)})1/3' 

(4.10) 

where, obviously, these eight-parameter matrices are ele
ments ofSL(3,R), 

M(q) 
{ } 1/3 ESL(3,R) . (4.11) 

(det M(q) ) 

This result exhibits the fact that every element in Y- I g> 2Y 
corresponds to an element in SL(3,R), and that the group 
law for the binary combination of the elements in 
Y-Ig>2Yis the same as in SL(3,R) [Le.,g(q';q) =q"]. 

This is a rather natural result indeed, since the groups 
f!lJ 2 and SL ( 3,R) are isomorphic: g> 2 is a realization of 
SL(3,R) and SL(3,R) is a representation of g> 2' In fact, if 
one writes the generic element of the projective transforma
tion (3.16) in the form ofEq. (4.1), namely, 

(1') (ql 
~' = (q71 + q8x + 1)-1 :: 

q2 

q5 

q8 

since the Jacobian of (3.16) is given by 

a(l' A') 
-,-....;,,x-A -'-= (q71 + q8x + 1)-3 det(M(q»), 
a(l,x) 

( 4.12) 

(4.13 ) 

it is clear that, if one follows the same argumentation used in 
connection with Eqs. (4.1) and ( 4. 5), one will equally arrive 
at Eq. (4.10) [as it must be, for Eq. (4.12) is a special in
stance of Eq. (4.1)]. Hence to every element of g> 2 there 
corresponds one (and only one) well defined 3 X 3 unimodu
lar matrix [cf. Eq. (4.11)]. Moreover, the group law of g> 2 

is the same as the group law of these image matrices. Thus 
f!lJ 2 is a subgroup of SL( 3,R). Conversely, it can be shown 
(though the proof is much more involved) that every 3X3 
unimodular real matrix yields a unique triplet of equivalent 
projective transformations (TEPT) and that this mapping 
preserves the group law. Moreover, the ordered TEPT's con
stitute a group that is isomorphic with g> 2' (See the Appen
dix for a sketchy proof of these features.) Thus SL(3,R) is a 
subgroup of f!lJ 2' Hence both groups are isomorphic, and 
SL(3,R) is the full point symmetry group of all conceivable 
one-dimensional linear Newtonian systems. 
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v. SOME MISCELLANEOUS EXAMPLES 

Interestingly enough, from the standpoints of mechan
ics and applied mathematics, Eqs. (3.23) afford an effective 
tool for the construction of the full point symmetry transfor
mations of any given linear ordinary second-order differen
tial equation. In this section we present some interesting in
stances, taken from elementary mechanics and analysis. 

X' = q4t + t/(x + Wt2) + q6 

q7t+t(X+~t2) + 1 
(5.1) 

(a) Free particle. This is a trivial check of the formalism. 
We have x = 0; i.e., we take u!(t) = t, u2(t) = 1, while, 
clearly up(t) = O. Hence Eqs. (3.22) and (3.23) yield im
mediately the projective transformation, as it must be 

(b) Freefallingparticle. Now we set x + g = O. Thus we 
have, for instance, u! (t) = t, u2(t) = 1, and 
up(t) = - ~t2, wherefrom we easily obtain the transfor
mation 

The reader can check Eq. (5.1) against the fundamental re
quirement: x + g = 0 ~x' + g = O. Let us observe that any 
other admissible choice for the u's corresponds merely to a 
reparametrization of the projective group. This is a general 
rule of this approach. 

(c) Simple harmonic oscillator. We quickly obtain the 
space-time point symmetries of x + fJJ2X = O. Let us take 
u! (t) = sin fJJt, U2(t) = cos fJJt, up(t) = O. Then, from Eqs. 
(3.22) and (3.23), after some elementary manipulations, 
one gets 

This transformation of variables is equivalent to the transformation obtained in Paper I, within a suitable reparametrization of 
the group. However, the connection of the formulas presented in that paper with the projective group is not as transparent as 
inEqs. (5.2). 

(d) A forced harmonic oscillator. Let us consider the inhomogeneous equation of motion 

x + fJJ2X = fa sin Ot, (5.3) 

where fo is a constant. We take u I (t) = sin fJJt, U2 (t) = cos fJJt, as before, and use 

up(t) = - [fol(02 - fJJ2) ] sin Ot. (5.4) 

Hence from Eqs. (3.22) and (3.23) one obtains the following rather formidable transformation of variables: 

I 1 (ql sin fJJt + i(x - Up (t») + q3 cos fJJt) 
t = -arctan , 

fJJ q7 sin fJJt + t(x - up(t») + cos fJJt 

q4 sin fJJt + t/(x - Up (t») + q6 cos fJJt 
X'=----------~----~--~~~~~~~--~--~--------------~~ 

«ql sin fJJt + i(x - up(t») +q3 COSfJJt)2 + (q7 sinwt +q8(x - up(t») + COSfJJt)2)1/2 
(5.5) 

fa . (0 (q! sin fJJt + q2(X - up(t») + q3 cos fJJt)) 
- sm - arctan , 

0 2 
- fJJ2 fJJ q7 sin fJJt + q8(X - Up (t») + cos wt 

which leaves invariant Eq. (5.3). Of course, it is very tedious to check this fact with the eight parameters included. However, 
the reader can test Eqs. (5.5) against the symmetries of (5.3) by considering at least the transformations that belong to the 
one-parameter subgroups. 

(e) Damped harmonic oscillator. We consider the equation of motion x + UX + fJJ2X = 0, with U 1 (t) = e - At sin Ot. 

U2(t) = e- At cos Ot, where 0 = .,JfJJ2 - A. 2, and up(t) = O. Hence after a straightforward calculation we get the point sym
metry transformations of this equation; i.e., 

I 1 tan(q 1 sin Ot + q2x~t + q3 cos Ot) t =-arc , o q7 sin Ot + q8x~t + cos Ot 

I q4 sin Ot + t/x~t + q6 cos Ot 
x =--~~----~~~~--~~--~~----~~~------~~ 

(q! sinOt + ix~t + q3 cos Ot)2 + (q7 sin Ot + tx~1 + cos Ot)2)1/2 
(5.6) 

X (
A tan(ql sin Ot + q2x~t + q3 COS Ot)) exp --arc . o q7 sin Ot + q8x~t + cos Ot 

(f) Falling particle in a viscous media. Now, let the equation be x + AX = - g. We take u 1 (I) = e -At, U2(t) = 1, 
up (t) = - (g/ A) t. Therefore we obtain the following symmetry transformation of variables for this equation of motion: 
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(g) Symmetries of x+t -l:Jc-t -2x=o. Finally, we also 
consider one example of a linear differential equation with 
time-dependent coefficients. Although not very interesting 
from the point of view of mechanics, for the sake of simpli
city let us consider the following: 

x+(lIt):Jc (lItz)x=O, (5.8) 

which has a regular singular point at t = O. We set u 1 (t) = t, 
uz(t) = t -I, and up(t) = O. Thus one readily obtains 

,_ (q1t Z + qZtx + q3)112 
t - , 

q7t Z + q8tx + 1 

I q4t Z + rftx + q6 
X = , (5.9) 

«q7 t Z + q8tx + 1 )(q1t 2 + qZtx + q3»1/2 

for the realization of the full point symmetry group of Eq. 
(5.8). 

In all these examples one can find very easily the corre
sponding realizations ofthe Lie algebra ofSL(3,R) by con
sidering the monoparametric transformations of variables to 
the first order of approximation in the parameter one han
dles. In a forthcoming paper we shall discuss the general Lie 
algebra of the symmetry group of Eq. (2.1) by means of the 
formalism introduced in the present paper. 

Work is in progress concerning SL( 3,R) quantum kine
matics and the geometric quantization oflinear Newtonian 
systems in two-dimensional space-time, according to the 
general results obtained in this paper. 14 
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APPENDIX 

Here we append the proof that SL(3,R) is a faithful 
representation of f!lJ Z and, hence, that both groups are iso
morphic. For the sake of briefness, we shall discuss this sub
ject in a rather sketchy way. 

One has the following mapping of GL(3,R) onto 
SL(3,R) [cf. Eq. (4.11)]: 

MeGL(3,R) :::} M/(det(M»)1/3ESL(3,R) . (Al) 

Hence one shows rather easily that a necessary and sufficient 
condition for two elements of GL(3,R) to yield the same 
element ofSL(3,R) is that they be linearly dependent. 

On the other hand, it is clear that, in general, every ele
ment MEGL( 3,R) affords three projective transformations 
in two-dimensional projective space, say, 

14 J. Math. Phys., Vol. 29, No.1, January 1988 

x' M 33
1(Mll (x/z) + M1Z(Y/z) +M13) 

-= 
M33 I (M31(X/Z) +M3Z (Y/z») + 1 ' Z' 

L M 33 1(Mz1 (xlz) + Mzz(ylz) + M 23) 

z' M331(M31(xlz) +M32 (ylz») + 1 ' 

z' MZZI(M33(zly) +M31 (xly) +M32) 
~= 1 ' Y M 22 (M23 (zly) + M21 (xly») + 1 

z' Mil l(M32(Ylx) + M 33(zlx) + M 31) 

x' Mil I(M12(y/x) + M 13 (zlx») + 1 ' 

(5.7) 

(A2) 

(A3) 

(A4) 

where x; Mjk Xk' [The special cases, when Mll = 0, 
M22 = 0, or M33 = 0, correspond to holonomic constraints 
which reduce the number of parameters ofGL(3,R); thus 
one can disregard these loci without loss of generality.] Fur
thermore, it is immediate that the rule of combination of 
these induced projective transformations preserves the 
group law of G L ( 3,R ). Of course, the three projective trans
formations induced by MEGL(3,R) are not independent. 
(This feature will be discussed presently.) Now it can be 
shown that the necessary and sufficient condition for two 
elements of GL( 3,R) to induce the same triplet of projective 
transformations is that they are linearly dependent. There
fore, the important conclusion follows: every element of 
SL( 3,R) induces one, and only one, triplet of projective trans
formations. 

We next consider the following mapping of the two-di
mensional projective space {( a,/3)} onto itself: 

i.e., 

(a,/3) * (l1{3,al{3), (AS) 

(a,/3)** = (lI{3,al{3)* = ({3la,lIa), 

(a,/3)*** = ((3 la, lIa) * = (a,/3). 

(A6) 

(A7) 

Obviously, the sets {(a,/3)}, {(a,/3)*}, and {(a,/3)**} are 
equivalent systems of homogeneous coordinates in projec
tive space [i.e., Eq. (AS) is just a transformation of coordi
nates]. Then, let P(P) denote a projective transformation, 
with parametersp = (PI""'PS); namely, 

Pep): a' = Pia + pz{3 + P3 , 
pp +Ps{3+ 1 

(3' = P4a +Ps{3 + P6 . (A8) 
pp +Ps{3+ 1 

We shall say that three projective transformations, 
P(p)(a,/3), P(p*)(a,/3)*, and P(p**)(a,/3)**, form a trip
let of eqUivalent projective transformations (TEPT) if they 
preserve the (*) mapping for the transformed coordinates. 
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Of course, the three elements in a TEPT are not inde
pendent. Indeed, a straightforward calculation yields 

pr = Ps- I, p! = P7P; \ pr = pgPs- l
, P: = P3PS- 1 

, 

pr = PIPS-I, P: =P2PS- \ pr =P6P; I, pr =P4PS- I , 

(A9) 

and 

pr· =PSPI- I, pt· =P6PI- I, pr· =P4PI- I , 

pt· =pgPI- I , pr· =Pi l
, P:· =P7PI- I, (AW) 

pr· =P2PI- I, pr· =P3PI- I , 

for the parameters of P * = P(p*) and P ** = P(p**), re
spectively. One observes that P" = (p*) * and p*" = p, as 
it should be; i.e., it follows that 

p** = (P*)*, 

P"*=P. 

Also 

(All) 

(AI2) 

p*=p¢}Pl=P5=1, P2=P6=P7' P3=P4=PS' 

Moreover, one has 

(P'P)* = P'*P*, 

(P- 1 )* = (P*)-t, 

/=/*=/** 

(where / stands for the identity in 9 2 ), and 

P'* =p* ¢}p' =P. 

(A13) 

(AI4) 

(AI5) 

(AI6) 

(AI7) 

Therefore the mapping P -+ P * is an automorphism of g; 2' 

Every element of 9 2 belongs to one TEPT. However, 
all three members of a TEPT appear on an equal footing, so 
that any member of the TEPT can be taken as the representa
tive that labels the triplet and from which the TEPT can be 
constructed. Thus one can take the first member to this end, 
and write 

T(P) = (P,P*,P**) , (AI8) 

while considering the TEPT's as an ordered triplets. In fact, 
it can be shown that in this way (and only in this way) the 
following TEPT product: 

T(P')T(P) = T(P'P) (AI9) 

is unambiguous. So one establishes an isomorphism between 
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the group of ordered TEPT's and g; 2' (The set of unordered 
TEPT's do not constitute a group, because their product 
would be ambiguous.) This argument becomes strengthened 
if one observes that one has a homomorphism of 9 2 onto 
{TEPT}whosekemelis{J} [cf.Eq. (AI6)]. 

Finally, a glance at Eqs. (A2)-(A4) shows that the 
three projective transformations associated with an element 
of GL(3,R) constitute a TEPT. Hence, every element of 
SL(3,R) corresponds to one, and only one, TEPT; and 
therefore, according to the previous argument, SL( 3,R) car
ries a faithful representation of 9 2, Namely, both groups are 
isomorphic. This ends the proof. 
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The algebraic structure of parastatistics has been generalized and it is found to be consistent 
with supersymmetric quantum mechanics with supercharges constructed out of the generalized 
para-Bose and para-Fermi operators. It is further shown that the operator algebra of 
generalized parastatistics offers a realization of the (graded) orthosymplectic group similar to 
that of orthogonal and symplectic groups using conventional parastatistics. 

I. INTRODUCTION 

It is well known that supersymmetry expresses an invar
iance of the Lagrangian under simultaneous transformation 
ofbosons and fermions, when the bosons and fermions obey 
canonical Bose and Fermi quantization rules. In supersym
metric quantum mechanics! if H is the Hamiltonian of the 
system and Q and Q t are the supercharge and its Hermitian 
conjugate, then the supersymmetry generates the well
known graded algebra, namely, 

{Q,Q t} = 2H, [H,Q ] = {Q,Q} = O. ( 1.1 ) 

In the present paper we would like to address ourselves to the 
question of whether the supersymmetric quantum mechan
ics described by the graded Lie algebra 0.1) is consistent 
with the situation where the fermions and bosons obey the 
quantization rules according to parastatistics2 instead of ca
nonical Fermi and Bose statistics. In Sec. II we discuss this 
and show that the consistency of (1.1) with parastatistics 
requires additional algebraic relations between para-Fermi 
and para~Bose generators not present in the standard 
Green's result, but nevertheless quite consistent with ca
nonical Fermi and Bose quantum conditions. We write 
down the complete algebraic structure leading to general
ized parastatistics. To find the additional significance of 
these new relations we have discussed in the remaining sec
tions the operator realizations of the classical graded Lie 
algebra based on the operators obeying generalized parasta
tistics. Sections III-V have been added for the sake of com
pleteness. In Sec. III we review the constructions of the uni
tary algebras based on conventional Fermi and Bose 
operators and mention the salient points of parastatistics. In 
this connection, we may mention the work of Bracken and 
Green3 who construct all the SU (3) multiplets with para
Fermi field operators of order 3. In Secs. IV and V we make 
use of the complete set of fundamental relations of parasta
tistics and show their consistency with operator realizations 
of orthogonal and symplectic algebras (which contain uni
tary algebras as their subalgebras). Long ago, Ryan and Su
darshan4 had established a very direct connection between 
parafermion and paraboson algebras with those of the Lie 
algebras of orthogonal and symplectic groups, respectively. 
The special case of 0(3 ) was discussed in detail by Jordan et 
al. 5 Finally in Sec. VI we generalize our observations to 
(graded unitary and orthosymplectic types of) classical 
graded Lie algebras by showing that their operator realiza
tions are entirely consistent with generalized parastatistics. 

II. THE FUNDAMENTAL RELATIONS OF GENERALIZED 
PARASTATISTICS 

In this section we shall give the algebraic structure of 
generalized parastatistics. We shall motivate this by observ
ing the consistency between this structure and that of super
symmetric quantum mechanics. The fundamental relations 
of generalized parastatistics are at one glance 

[ba,[b1,by11 ='MafJby, (2.1a) 

[ajO{aJ,ak}] = 'Mijak, (2.1b) 

[ba,{aT,a)] = [ajO [b ~,bp 11 = 0, (2.1c) 

[ai,{b ~,aj}] = {ba,{aT,bp}J = 0, (2.1d) 

[ai,{ba,aJ}] ='Mijba, {ba,{b1,aJ} ='MafJai · 
(2.1e) 

[b ~, [bp,by )] = 'MafJby - 'Maybp, (2.2a) 

[aT,{aj,ak}] = -'Mijak -'Mikaj , (2.2b) 

[aT,{aj,ba}] = - 'Mijba, {b ~,{ai,bp}} = 'MapajO 

[b ~,{ajOaj}] = 0, 

[a;,{ba,bp}] = O. 

[ba, [bp,by]] = 0, 

[ai,{aj,ak}] = 0, 

{ba,{bp,aJ} = [aj,{bp,aJ] = 0, 

[ba,{ajOaj }] = [ajO[ba,bp ]] =0. 

(2.2c) 

(2.2d) 

(2.2e) 

(2.3a) 

(2.3b) 

(2.3c) 

(2.3d) 

Here ba (a = 1,2, ... ,M) and their conjugates b ~ are para
Fermi operators, and a i (i = 1,2, ... ,N) and their conjugates 
aT are para-Bose operators. The above relations are fully con
sistent with the Fermi-Bose interpretation of ba and ai • 

Note that though the relations (2.3) are independent of 
(2.1), the relations (2.2) can all be derived from the set 
(2.1) through generalized Jacobi identities. 

The unmixed relations among b's [(2.1a), (2.2a), and 
(2.3a)] constitute the fundamental relations of para-Fermi 
statistics. Similarly the unmixed relations among a's 
[(2.1b), (2.2b), and (2.3b)] constitute the complete set of 
fundamental relations of para-Bose statistics. It is the re
maining mixed ones among a's and b 's that are new to the 
parastatistics we are considering in this work. Toward the 
end of this section we shall show that the fundamental rela
tions of para-Fermi and para-Bose statistics arise from the 
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"odd" and "even" sectors, whereas the remaining ones con
stitute their extension. First, however, we consider the fol
lowing toy model of supersymmetric quantum mechanics in 
order to motivate the relations (2.1). 

For simplicity let a and b be single para-Bose and para
Fermi operators, respectively. The fundamental relations 
among them and their conjugates are a special case of (2.1), 
(2.2), and (2.3), M = N = 1. Define the supergenerators as 
given by 

Q=Hat,b}, 

Qt = Hbt,a}, 

and the even generators as given by 

H=A{at,a} + Hbt,b]. 

(2.4a) 

(2.4b) 

(2.5) 

Using the above definitions of Q and Qt, which are con
structed out of para-Bose and para-Fermi operators, it is 
easy to compute the brackets {Q,Qt}, [Q,H], and {Q,Q} 
and verify the algebraic structure (1.1) of supersymmetric 
quantum mechanics on using the identities given below and 
the fundamental relations (2.1a)-(2.1e). These identities, 
which hold for arbitrary operators 0 1, Oz, 0 3, and 0 4, are 

{{01,OZ},{03,04}} = {01,{02,{03,04}}} 

+ [02, [01, {03,04} ]], 

[{01,02}' [03,04]] = {Ol' [Oz, [03,04] n 
+ {02' [01, [03,114] n, 

[{OI'OZ}' {03,04}] = {Ol' [02, {03,04} ] ~ 

+ {02' [01, {03,04} n, 
[[01,02,],[03,04]] = [01,[02,[03,04]]] 

- [02, [OJ> [03,04] ] ]. 

(2.6a) 

(2.6b) 

(2.6c) 

(2.6d) 

The full significance of the generalized supplementary rela
tions (2.3), which are not required in the above derivation, 
emerges in the last section. 

Before closing this section, let us dwell more on the gen
eralization of the (unmixed) relations of ordinary parasta
tistics. Let (a;.ba ) be denoted collectively by aI' (aj ,bp ) by 
aJ, etc., where 1= (i,a), J = (j,/J), etc., run over M + N 
values. To distinguish a from b we introduce the odd/even 
"parity" ( - 1) n (I) associated with a which equals - 1 for 
the b-type operator and equals + 1 for the a-type operator. 
Using this notation, (2.1 )-(2.3) are compactly summarized 
to our advantage as 

[aI,(aJ,aK)] ± = 2DIJaK, (2.7a) 

[at (a a )] - 2 ( - 1) n(l)n(J) £IJaK I' J, K ± U 

- 2( - l)n(K)(n(J) + n(l»DIKaJ, 
(2.7b) 

(2.7c) 

Here [ , ] ± denotes the generalized Lie bracket, e.g., 

[a[>aJ ] ± = alaJ - ( - 1 )n(l)n(J)aJaI , 

and ( , ) denotes the (anti-) symmetrized product, e.g., 

(aI,aJ) = alaJ + ( - l)n(l)n(J)aJaI · 

These relations are all fully consistent with the canonical 
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relations, which in our compact notation read 

[aI,aJ] ± = - ( - 1 )n(l)n(J) [aJ,aI ] ± = Dm 

[aI,aJ ] ± = O. 

(2.8a) 

(2.8b) 

The identities (2.6) can also be summed up into a single 
identity, which we would rather omit. The compact notation 
brings out clearly the "even" and "odd" sectors consisting of 
parabosons and parafermions. The fundamental relations 
that connect these two sectors are new to generalized para
statistics. In order to shed more light on them, we now turn 
to operator realizations of (graded) Lie algebras systemati
cally. 

III. OPERATOR REALIZATIONS OF THE UNITARY 
ALGEBRAS3 

Operator realizations of the unitary algebras, using con
ventional Fermi/Bose-type of operators, are well known. 
The commutation relations are 

(3.1 ) 

Here i,j,k,l = 1,2, ... ,N. Let us introduce N FermiIBose op
erators b /a and their adjoints, which enjoy the fundamental 
relations 

{b ;,b) = Dij, {bob) = 0, 

[aoaJ] = Dij, [aj,aj ] = 0, 

(3.2a) 

(3.2b) 

and the corresponding adjoint ones. Then the algebraic 
structure (3.1 ) is realized through the N 2 bilinear constructs 
given by 

Eij =b;b/a;aj • 

We observe that (3.1) is also tenable with the parafer
mionic/parabosonic interpretation of bJaj and b Ya;. The 
kind offundamental relations of para-Fermi/par a-Bose sta
tistics we require to verify this claim are (2.1a) and (2.1b), 
i.e., 

[bj , [b L,b/]] = 2Djkb/, 

[aj,{aLa/}] = 2Djka/, 

(3.3a) 

(3.3b) 

and the related adjoint ones. The commutation rules (3.1) 
follow directly if we identify Eij with antisymmetrized/sym
metrized bilinear constructs: 

Eij = H b ;,bj ]/Ha;,aj }. 

Hence the consistency of the structure (3.1) with parastatis
tics. In this derivation based on the fundamental relations of 
parastatistics it is convenient to use the identities (2.6c) and 
(2.6d). Note that we have only shown that (3.1) is consis
tent with the fundamental relations of parastatistics given by 
(3.3a)/(3.3b), which in turn are also consistent with 
(3.2a) / (3.2b) of ordinary statistics. But there are additional 
fundamental relations of parastatistics that, though they 
have not been used in arriving at the algebraic relations 
(3.1), are nonetheless consistent with (3.2a)/(3.2b) of or
dinary statistics. Of these new relations, the ones that follow 
from (3.3a)/(3.3b) through generalized Jacobi identities 
are (2.2a) and (2.2b), i.e., 
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[ b l, [ bl,b}]] = U;ktbj - U;kjbl, 

[al,{a[Jaj }] = -U;klaj -U;kjat, 

(3.4a) 

(3.4b) 

together with the adjoint ones. The remaining ones are the 
famous supplementary fundamental relations (2.3a) and 
(2.3b), i.e., 

[ bk• [ bl,b) ]] = 0, 

[ak,{a"a)] = 0, 

(3.Sa) 

(3.Sb) 

and their adjoint relations. In Sees. IV and V, we make use of 
the complete set offundamental relations, [(3.3a), (3.4a), 
and (3.Sa)]/[ (3.3b), (3.4b). and (3.Sb)], to show the con
sistency of operator realizations of orthogonal/symplectic 
algebras (which contain unitary algebras as their subalge
bras) with parastatistics. 

IV. PARA-FERMI STATISTICS AND OPERATOR 
REALIZATIONS OF ORTHOGONAL ALGEBRAS4.5 

According to the Cartan classification of Lie algebras, 
the orthogonal algebras SO(2N + 1) and SO(2N) are de
noted by BN and DN• respectively. Given a Lie algebra of 
rank N. there are exactly N generators H 1.H2, ... .HN that 
span its Cartan subalgebra. Since they all commute, they are 
chosen simultaneously diagonal in any linear representation 
of the algebra. The nth diagonal entry in H j is the ith compo
nent of the weight associated with a given vector In) in the 
linear vector space of any representation. The adjoint repre
sentation is of special importance because the D - N distinct 
nonzero weights associated with it are the roots of the alge
brawhoseorderisD. FororthogonalalgebrasBN andDN of 
order (2N + l)N andN(2N - 1), respectively, all the roots 
are conveniently enumerated in terms of N orthonormal vec
tors 

spanning N-dimensional Euclidean space. They are 

BN: ±ej ±ej , ±ej> 

DN: ±ej ±ej , i>j= 1,2, ... ,N. 

Each root a (components al,a2, ... ,aN ) is associated 
with a ladder operator denoted by E( a). This is like a raising 
(lowering) operator, if a is a positive (negative) root. We 
now give the operator realizations for E( a), for every root a. 
With their help we derive the algebraic structure of a classi
cal Lie algebra in its canonical form: 

N 

[E(a),E( - a)] = 2: a/Hi> 
i= I 

[Hj,E(a)] = ajE(a), 

[E(a),E(p)] = NafJE(a + Pl. 

(4.1a) 

(4.tb) 

( 4.1c) 

Here N afJ is a c number that vanishes if a + P is not a root of 
the algebra. In the derivation of this canonical structure for 
orthogonal algebras. we might in the spirit of Sec. III start 
with the operators obeying Fermi statistics and then note the 
consistency of our derivation with para-Fermi statistics. 
However. in this section we prefer to work directly with 
para-Fermi operators 

b 1,b2, .. ·,bN , 
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and their ad joints which enjoy the fundamental relations 
(3.3a), (3.4a), and (3.Sa). 

We associate the ladder operators E( ± ej ± e) corre
sponding to ± ej ± ej with the following antisymmetrized 
bilinear constructs: 

E( +ej +ej ) = (i/2) [bj.bJ], 

E( -ej -ej) = (i/2) [bj,bj ], 

E( + ej - ej ) = H b j,bj ] = E( - ej + ej ). 

In the case of B N, the ladder operators E( ± ej ) correspond
ing to ± e j are associated with the elementary operators 
themselves: 

E( +ej ) =bTlJi, E( -ej) =b/..j2. 

As a result of this prescription, let us examine what the com
mutation relations are. The identity (2.6d) proves very help
ful. From (3.3a) we get the following commutation relations 
in accord with (4.1a) and (4.1b): 

[E( + ej ),E( - e j )] = Hi: = [b r.b;]/2. 

[E(ej -ej),E( -e j +ej )] =Hj -Hj' 

[HoE( ±ej )] = ±8ijE( ±ej ), 

[HoE( ±ej ±ek)] = (±8ij ±8jk )E( ±ej ±ek)' 

From (3.4a) we derive the following commutation relations 
in keeping with (4.1a): 

[E( +ej +ej),E( -e/-ej )] =Hj +Hj . 

Finally from (3.4a) and the supplementary relations (3.Sa) 
we also get those commutation relations expected from 
(4.tc), e.g., 

[E( + ei + ej ),E(ek + el)] = 0, 

[E( +e/ +ej),E( -ej +ek)] = -E(ej +ek ). 

The above exercise reveals that the complete set of funda
mental relations for parastatistics might also been discov
ered from the commutation relations for orthogonal alge
bras. 

V. PARA-BOSE STATISTICS AND OPERATOR 
REALIZATIONS OF SYMPLECTIC ALGEBRA405 

According to Carlan classifications of Lie algebras, the 
symplectic algebras Sp (2N) are denoted by eN' In terms of 
the set of N orthonormal vectors introduced in Sec. IV. all 
the roots of eN are conveniently enumerated as 

± ei ± ej> ± 2e j , 

i > j = 1.2 .... N. In this section we give the operator realiza
tions for the ladder operators E (a). for every root a of eN' 
This enables us to derive the algebraic structure of eN in its 
canonical form: 

[E( + 2e j ),E( - 2ei )] = 2Hi , 

[E(ej -ej),E(ej -ei )] =Hj -Hi' 

[E(e j +ej),E( -ej -ej )] =Hj +~, 

[HoE( ± 2ei )] = ± U;ijE( ± 2ei ), 

(S.la) 

(S.tb) 

(S.lc) 

(S.ld) 

[Hj,E( ±ej ±ek)] = (±8ij ±8jk )E( ±ej ±ek)' 
(S.le) 
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[E(a),E(p)] = NafJE(a + P). (S.lf) 

Here N afJ is a c number required to vanish when a + /3 
is not a root of the algebra, e.g., if a = e; + ej and 
p=ek +e,. In the derivation of the structure (S.la)
(5.10 we might, at the outset, use the operators obeying 
Bose statistics and then in the spirit of Sec. III note the con
sistency of this structure with para-Bose statistics. However, 
in order to point out here that the complete set offundamen
tal relations for parastatistics might also have been discov
ered en route to the commutation rules for symplectic alge
bras, we prefer to work in this section directly with 
para-Bose operators a)Ja2, ... ,aN and their adjoints. Theyen
joy the fundamental relations (3.3b), (3.4b), and (3.Sb). 

We give the following prescription: 

E(e j +ej ) = (j12){al,aJ}, i>j, 

E( - ej - ej ) = (j12){a j ,aj }, i>j, 

E( - ei + ej ) = !iaoaJ} = E(ej - ej ), i>j, 

E( + 2ei ) = iai2/..j2, E( - 2ei ) = iafl..j2. 

(5.2) 

In order to justify the symplectic algebraic structure, the 
identity (2.6c) proves very helpful. From (3.3b), we derive 
(S.lb), (S.ld), and (S.le). From (3.4b), we derive (S.la) 
and (S.le). The Cartan generators H are identified as 

Hi =!iai,aJ. 

Finally the verification of (5.10 requires the use of supple
mentary relations (3.Sb). In this way we find the consisten
cy of the para-Bose statistics with the symplectic structure. 

VI. GENERALIZED PARASTATISTICS AND OPERATOR 
REALIZATIONS OF GRADED-LIE ALGEBRAS 

In this section, we generalize our considerations ofSecs. 
IV and V to graded Lie algebras. The operator realizations of 
graded unitary algebras are already well known. They are 
conventionally based on M fermionic operators ba and N 
bosonic operators a i and their adjoints. We first observe that 
the resulting graded Lie structure gu (M IN) is entirely con
sistent with (2.la)-(2.1e), i.e., with the generalized para
Fermi-Bose interpretation of ba and a;. Generalizing the 
considerations of the last two sections, we further note that 
the orthosymplectic structure is consistent with the com
plete set of postulated relations of generalized parastatistics 
given by (2.1)-(2.3), provided the following identifications 
are made for the even generators Eap , Eap, Eciji' Eij ,Ey, Eg, 
and the odd generators Sia' s'a' Saj, Sm of the orthosym
plectic algebra: 

Eap = H ba,bp ], Eap = H b ~,bp 1, 

Eciji =Hb~,b11, 

Eij = !iaoa), Ey = !iai,aj}, Eg = !iai,a]}, 

Sia = ~{ai,ba}, S-uz = !iai,ba }, 

Sai =!ib ~,aJ, S;a =!ib ~,an· 

(6.1 ) 

Given that the generators are thus constructed as bilin
ears of operators obeying generalized parastatistics, it is 
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straightforward to work out the (anti- ) commutation rela
tions among them. We give some of them here. The bracket 
between an even and an odd generator is a commutator, e.g., 

The bracket between two odd generators is an anticommuta
tor, e.g., 

{SaoSpj} = 0, {Sa/15]p} = ~ijSap + 8afJF;;. (6.3) 

Thus we find that generalized parastatistics is intimately re
lated with orthosymplectic structure, as is ordinary parasta
tistics with orthogonal and symplectic structures. 

The significant results in this work are the relative or 
mixed bracket relations, such as (2.1c)-(2.1e) and thealge
braic constructions for the supergroup generators, such as 
(6.1). It is worth pointing out that the verification of the 
trilinear relations, such as (2.1 )-(2.3), and also of the alge
bras of the generators of various groups, becomes simpler 
and almost self-evident if the operators a's and b 's are de
composed into their Green's components and the group gen
erators are also expressed in terms of them. Thus 

(6.4) 

Here the sum extends over all the Green's components, 
which are as many in number as the order of parastatistics 
obeyed by the operator. Following Greenberg and Messiah,6 

it can be shown that all the para-Bose and para-Fermi opera
tors must have the same order to ensure validity of the non
trivial mixed trilinear relations. 

In (6.4), we have normal relations 

[a1,ofl- = [at,aJA1- -~ij 

= [at,b~l- ={b~,b~} 

={b~,b1A}-8afJ=0, (6.5) 

for each component given, and anomalous relations between 
two different components: 

{at,at} = {at,at} = {at,b!} 

= [b~,b:l = [b~,b:+l =0. (6.6) 

The algebraic constructions of the last three sections also 
become transparent through the introduction of Green's 
components. For example, in (6.1), 

EafJ = + ~ [b~,b~l, Eij = + ~ {at,of}, 

Sia = L 1.- {at,b~}. 
A 2 

(6.7) 

Thus each generator constructed as a bilinear in para
Bose and para-Fermi operators reduces on their decomposi
tion into Green's components into a direct sum of diagonal 
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terms each of which is a bilinear in ordinary Bose-Fermi 
operators. 
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A dictionary of correspondence is established between the dynamical variables for spin-glass 
fluid and Yang-Mills plasma. The Lie-algebraic interpretation of these variables is presented 
for the two theories. The noncanonical Poisson bracket for the Hamiltonian dynamics of an 
ideal spin glass is shown to be identical to that for the dynamics of a Yang-Mills fluid plasma, 
although the Hamiltonians differ for the two theories. This Poisson bracket is associated to the 
dual space of an infinite-dimensional Lie algebra of semidirect-product type. 

I. INTRODUCTION 

A. Background physics 

Halperin and Saslow! and Andreev2 have introduced 
condensed-matter theories of spin glasses, i.e., disordered 
magnetic spin systems whose ground states are degenerate 
under rotations. Condensed-matter systems whose ground 
states are degenerate under a continuous symmetry are often 
described macroscopically in terms of an order parameter 
field taking values in the Lie group associated with that sym
metry. The order parameter field describing the low-tem
perature configurations of a spin glass in the Halperin-Sas
low-Andreev theory is a spatially varying orthogonal matrix 
o (x), acting on classical spin vectors at each point x. The 
matrix O(x) is assumed to be slowly varying in space (see 
also Toulouse,3 Henley et al.,4 Bray and Moore,S Saslow/ 
and Henley 7). The spins themselves may be eliminated in the 
Halperin-Saslow-Andreev theory and their dynamics re
placed by that of the order parameter field, 0 (x,t) . 

Singularities in the order parameter field are called de
fects. These defects can be classified topologically by con
ventional homotopy theory (Toulouse and Kleman,8 Volo
vik and Mineev,9 Mermin, '0 and Michelli). The presence of 
defects (singularities in the order parameter field) suggests 
introducing additional degrees of freedom that may be de
scribed by gauge fields associated to the symmetry group of 
the degenerate ground state. For spin glasses, the symmetry 
group is SOC 3) and these additional gauge fields have been 
introduced heuristically (in Dzyaloshinskii and Volo
vik,12.13 Hertz, 14 Jose and Hertz, IS and Dzyaloshinskii!6.17) 
by replacing ordinary space derivatives with covariant de
rivatives according to the SOC 3) minimal-coupling prescrip
tion in Hamilton's principle at the level of Ginzburg-Lan
dau mean field theory for the order-parameter dynamics. 
(See also Fischerl8 and RozhkovI9.) This Ginzburg-Lan
dau type of model could presumably be derived from a lattice 
model in three dimensions (by the renormalization group 
method, for example), but as yet no explicit connection 
seems to have been made between the macroscopic gauge 
fields and microscopic concepts such as frustration in more 
than two dimensions. For the two-dimensional case, the con
cept of local exchange invariance on a frustrated planar lat
tice leads naturally to an analogy between nonlinear spin-
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glass hydrodynamics and Yang-Mills SO(3) gauge theory 
(see, e.g., Refs. 12 and 13). 

The Ginzburg-Landau theory with covariant deriva
tives describes the dynamics of isolated defects in terms of 
dynamics of a gauge field. Interactions among defects (An
dreev2) and defect cores (Kawasaki and Brand20) may be 
introduced by modifying the Hamiltonian or free energy of 
the system. For the case of spin glasses, the phenomenologi
cal theory so defined lacks the couplings between space and 
spin indices that complicate the free energies of superfluid 
3He_ B (Toulouse and Kleman8), and cholesteric liquid crys
tals (Toulouse and Kleman,8 Bouligand et al.,z' Mermin 10), 
which can also be described by order parameter fields taking 
values in SO ( 3 ). Other generalizations also exist, such as 
( 1 ) local anisotropy (Saslow22 ), (2) remanence, an external 
field, or a tendency toward ferromagnetism (Halperin and 
Saslow l

), and (3) dissipation, e.g., spin diffusion and relaxa
tion of the order parameter (Halperin and Saslow!). Recent 
reviews of spin glasses are given in Fischer'8 and Chowdhury 
and Mookerjee.23 

B. Problem statement 

As one can glean from the previous remarks, there exists 
at least a partial analogy between fluid dynamics with inter
nal degrees of freedom (e.g., spin-glass dynamics, super
fluids, and other quantum liquids) and Yang-Mills fluid dy
namics. This analogy was introduced for spin glasses by 
Dzyaloshinskii and Volovik!2.13 and Volovik and Dot
senko,24 and discussed for superfluids and other quantum 
liquids by Dzyaloshinskii and Volovik 13 and Khalatnikov 
and Lebedev.25 Here, we propose to examine this analogy in 
the framework of the Hamiltonian formulation of nonlinear 
hydrodynamic theories. In Sec. II, we present a unification 
of the nondissipative theories of spin-glass dynamics, Yang
Mills plasmas, and Yang-Mills magnetohydrodynamics 
that combines their various Hamiltonian formulations into a 
single Poisson bracket, which we associate in Sec. III to the 
dual space of a Lie algebra endowed with two different types 
of nontrivial generalized two cocycles. 

During the past few years, Poisson bracket methods 
have been used to derive nonlinear hydrodynamic equations 
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for various complex fluid systems. These systems include 
spin glasses (Dzyaloshinskii and Volovik13 ); hydrodyna
mics of defects in the continuum description of condensed 
matter, e.g., vortices in superfluid 4He and disclinations in a 
planar magnet (Volovik and Dotsenk024 ); rotating super
fluid 4He and 3He with spin and orbital angular momentum 
(Khalatnikov and Lebedev,25 Holm and Kupershmidt26

); 

as well as Yang-Mills plasmas (Gibbons, Holm, and Ku
pershmidt,27 Holm and Kupershmidt2s). 

The Poisson bracket method provides a guide for deter
mining conservation laws and a framework for studying 
Lyapunov stability of equilibrium solutions (see Holm et 
al.29

), as well as a structure for pointing out similarities and 
differences among various theories. We emphasize the latter 
structural aspect in this work, by showing that the Poisson 
brackets for spin glasses and Yang-Mills plasmas are iso
morphic. Thus, although the Hamiltonians and physical in
terpretations of the two theories differ, the Lie-algebraic na
ture of their Hamiltonian structures is the same. This 
Lie-algebraic nature allows us in Sec. IV to set up a dictio
nary of correspondence between the dynamical variables for 
spin-glass fluid and Yang-Mills plasma. 

II. SPIN-GLASS DYNAMICS AND YANG-MILLS 
MAGNETOHYDRODYNAMICS 

The gauge-field formulation of the nonlinear hydrody
namic equations describing the continuum dynamics of de
fects in condensed matter is developed in Dzyaloshinskii and 
Volovik 12,13,30 In this formulation, gauge fields are intro
duced via the minimal-coupling hypothesis in Hamilton's 
principle as additional variables coupled to the defects, rep
resented in tum as densities of gauge charges. Physical appli
cations include crystals with continuously distributed dislo
cations and disclinations; superfluid Hell with vortices; 
liquid crystals with rotational disclinations; and two-dimen
sional spin glasses, regarded as the continuum limit of a 
planar lattice of magnets with disclinations. 

The problem offormulating nonlinear dynamical equa
tions for ideal (nondissipative) media containing continu
ously distributed defects is addressed here via the Hamilto
nian approach. That is, the dynamics of a continuously 
defected medium is represented in Hamiltonian form, i.e., as 

atu = {H,u}, (2.1) 

for Hamiltonian H and Poisson bracket { , } defined on the 
space of dynamical variables u. 

An example of such a system and the starting point for 
the present analysis is the theory for spin glass (continuum 
limit of an antiferromagnet having nonzero equilibrium dis
clination density) ofVolovik and Dotsenko.24 In this theory, 
the gauge-charge density G is the three-component magneti
zation density, which generates the internal symmetry group 
of three-dimensional rotations. The corresponding gauge 
potentialAjt i = 1,2,3, transforms under these internal sym
metry rotations like a gauge field (see, e.g., Drechsler and 
Mayer31 ). The disclination density is identified with the 
gauge-field intensity 

(2.2a) 
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or, componentwise, 

(2.2b) 

with notation explained below. 
In our notation, Latin indices i,j,k, ... , run from 1 to n 

(n = 3 for three-dimensional space), script Latin indices 
a,b.,c, ... , run from 0 to n, and the charge Gbelongs to the dual 
g* of the gauge-symmetry Lie algebra g, withA;eg. The ad
joint representation map ad: 9 - End 9 denotes multiplica
tion in g: ad(y)z = [y,z]. Another map g-g*, g3y-*yeg* 
is defined by the rule 

(*y,z) = (y,z), (2.3) 

where ( , ) is an invariant symmetric nondegenerate form on 
9 (e.g., the Killing form, for 9 semisimple). The structure 
constants of 9 are denoted t ~ [see (2.2)] in a basis with 
elements ea , where Greek indices run from 1 to M = dim g. 
In this basis, we have the commutator relation 

(2.4) 

We denote A; =A fea andG = Gaea, whereea, a = 1, ... ,M, 
are elements of the dual basis, satisfying (ea , ep ) = 8';. The 
rule (2.3) associates to each element yeg a corresponding 
dual element *yeg*, via 

*YpzP: = (*y,z) = (y,z) = :~gafJzP, (2.5) 

where gaP = (ea ,ep ) is the matrix of the invariant form in 
the basis {ea }. 

To the linear operation ad on g, there corresponds an
other linear operation ad* (essentially minus the transpose 
of ad, in a matrix representation), which acts on g* as de
fined by 

(ad*(y)*z,x): = (*z,[x,y]) (2.6) 

for x,yeg and *zeg*. In components, then, 

(ad*(y)*z}axa = (ad*(y)*z,x) = - (*z,ad(y)x) 

= - (*z,[y,x]) = -zrt~yPxa, 

so that 

(ad*(y)*z}a = - yPt~azr' (2.7) 

We may now define (n + 1) covariant derivative opera
tors acting on g-valued functions of space and time. Namely, 

D = V - ad(A), (2.8a) 

with n spatial components 

D; = a; - ad(A;), 

and 

Dt = at - ad(Ao), 

(2.8b) 

(2.9) 

for the time component. Similarly, one defines (n + 1) co
variant derivative operators acting on g*-valued functions 

D* = V - ad*(A), (2.10a) 

with components 

Dr =a; - ad*(A;), 

and 

(2. lOb) 

D~=at-ad*(Ao). (2.11) 

If t/J and ¢ are functions of space and time with values in 9 and 
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g*, respectively, then, for example, we have the partial-deriv
ative relations 

('¢,4»,i = «Dr'¢),4» + (,¢,(Di4»), (2.12) 

since 

Dr = - (Di)t, (2.13 ) 

where t stands for the "adjoint." 
We also have 

*[D,,(w)]=D~(*w), 'dweg, 'daE(O, ... ,n). (2.14) 

Indeed, for any yeg, we have, denoting x = A", 

(*[D" (w) J,y) = (Da (w),y) = (w,,, - ad" (w),y) 

and 

= (w,,,,y) - ([x,w],y) 

= (w,,,,y) + (w,[x,y]), 

(D!(*w),y) = (*w,,,,y) - (ad~(*w),y) 

= (w,,,,y) + (*w,[x,y]) 

= (w,,,,y) + (w,[x,y]). 

Comparison of (2.15a) and (2.15b) proves (2.14). 

(2.15a) 

(2.15b) 

From the covariant derivative operators, one defines the 
fields 

[Di,D,J =ad(Ei ), 

[Di,Dj] = ad(Bij), 

with spatial components 

(2.16a) 

(2.16b) 

Ei = Ai,t -AO,i + [Ai.AO] =Fo; = -FK), 

Bij =A;J -Aj,i + [Ai.Aj ] = -Fij' 

(2.17a) 

(2.17b) 

where sUbscript-comma notation is used for partial deriva
tives, e.g., Ao,; = (8AoI8x;). In n spatial dimensions, the 
one-form E has n spatial components E" and the two-form B 
has n(n - 1)/2 independent spatial components Bij, with 
B ij = - Bji (skew symmetric). 

In Yang-Mills plasma theory (Gibbons, Holm, and 
Kupershmidt/7 Holm and Kupershmidt28

), the Yang
Mills fields F,,~ appearing in (2.17) satisfy 

*(D"Fa~) = J~, a,t, = O,I, ... ,n, (2.18) 

where J~ with components JO = G, Ji = Gu;, is the gauge 
current density, with ui

, i = 1, ... ,n, denoting velocity compo
nents of the moving medium. Script indices are raised and 
lowered by the Lorentz metric, with signature (n - 1). The 
gauge charge is conserved, since 

D~J~=D~·(D"F"~) [by (2.18)] 

= *(D~D"F"~) [by (2.14)] 

= -!ad(F,,~)F"~=O [by (2.16) and (2.17)]. 
(2.19) 

In the Volovik-Dotsenko spin-glass theory, the struc
ture constants tpy in (2.2) for the gauge symmetry algebra 
are those of so(3): tpy = EaPy ' the totally antisymmetric 
tensor in dim 9 = 3 dimensions, with E 123 = - 1. Let Ki be 
the defect momentum density and p the inertial mass density 
of the defects. The Poisson bracket for spin glass proposed by 
V olovik and Dotsenk024 is then expressible as 

{H L"} = -Jd"X{ BF [(K-8. +8.K- +Btz.G ) BH +Ba. BH +pa. BH] ,... BK. I J I J JI a BK. JI 1\.4 a J 8.n 
J ' U. I r 

BF [BH BH ] BF BH + -- t?::QG --+ (a.d!.. - t P .I?') -- + -a.p--
~G "+' y BG I a ayJA I ~A p 8. I ~K U a p U; 11 U; 

BF [Ba BH (~aa a A Y) BH]} + --a ji --+ Up j + t py j -- , 
BA j BKi BGp 

(2.20) 

in three dimensions (n = 3) and for functionalsH and Fofthe dynamical variables (Kj,Ga,p,A j). In Hamiltonian matrix 
form, the spin-glass equations corresponding to the Poisson bracket (2.20) are 

Kj (KA +a;Kj +BfiGa ) paj Bf; 

p aip 0 0 
at 

Aj Bfi 0 0 
= -

Ga 0 0 (~a; - t~yA n 
for Hamiltonian [Volovik and Dotsenko,24 Eq. (6.11)] 

H= Jd"X[ ~ IKI2+ ~ p*Aa'Aa+ 2~ G:Ga], 

with constant susceptibility X. 
In general, Hamiltonian equations are expressible as 

atU = b .BH = {H,u}, 
Bu 

o 
o 

BH IBK; 

BH IBp 
BH IBA r 
BH IBGp 

(2.21a) 

(2.21b) 

(2.22) 

where the Hamiltonian matrix b defines the Poisson bracket {H,F} in terms of the dynamical variables u according to the 
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standard form 

{H,F}=fd"x~F .b.~H. 
~u ~u 

(2.23 ) 

The spin-glass Poisson bracket in (2.20) defined by the Hamiltonian matrix b given in (2.21a) is bilinear, skew symmetric, 
and satisfies the Jacobi identity. To demonstrate the last property (which is neither self-evident nor trivial), we map the 
Hamiltonian matrix b in (2.21a) into an affine form, by using the invertible transformation 

P = K + GaAa, (2.24) 

and leavingp, Aa, and Ga unchanged. Under such a map, the Hamiltonian matrix b changes according to the chain rule, i.e., 

b1 = J·b·Jt, (2.25) 

where J is the Frechet derivative of the map (2.24) and Jt is its adjoint. The resulting Hamiltonian formulation of the spin
glass equations in the new variables (PI>P.A f,Ga ) is found [after matrix multiplication as in (2.25) and elimination of old 
variables K in favor of new ones P], to be 

Pj Pkaj +akPj paj akAf -Af.j Gpaj ~H/~Pk 

p akP 0 0 0 ~H/~p 
at = -

~H/~A~ 
, (2.26a) 

A':' A 'kat +A f.k 0 0 ~paj + tpyA r , 
Ga akGa 0 d/.ak - t~yA t t~Gy ~H /~Gp 

with Hamiltonian 

(2.26b) 

By being affine (linear plus constant) in the dynamical variables, the Hamiltonian matrix b 1 in (2.26a) yields a Poisson 
bracket [given by (2.23) with b replaced by bd that may be associated to the dual space of a certain Lie algebra with a 
generalized two-cocycle on it (Kupershmide1

). In this case, the Lie algebra is of semidirect-product type, 

gl =D~{AoED [(AO®g)~(A"-I®g*)]), (2.27) 

where D is the Lie algebra of vector fields on R" and N is the space of differential i forms on R". The dual coordinates are P j 

dual to a/ED ;p, to leAo; Ga , to 1 ®eae(Ao® g), i.e., functions taking values in Lie algebra g, the symmetry algebra; and A f 
dual to (aj J d"x) ®eae(A,,-1 ® g*), i.e., (n - 1) forms taking values in the dual symmetry algebra g*. In (2.27), & denotes 
semidirect product; ®, tensor product; and ED, direct sum. Mathematical discussion of this Lie algebra is deferred until Sec. 
III. At this point, we only remark that association of the b l Poisson bracket to the dual of the Lie algebra gl assures that the Ja
cobi identity for the b1 Poisson bracket is satisfied. Since b1 is related to b in (2.21a) by the invertible transformation (2.24), 
the Jacobi identity is also satisfied for the Poisson bracket (2.20) defined by the Hamiltonian matrix b in (2.21a). 

Remarkably enough, a gauge-covariant Poisson bracket for spin glasses exists and is canonically related via (2.17b) to the 
Poisson bracket corresponding to the Hamiltonian matrix b1 expressed in (2.26a) in terms of gauge potential A f. The new 
Hamiltonian matrix b1 is expressed in terms of the gauge field (disclination density) B ij, using definition (2.2) in a chain -rule 
matrix mUltiplication as in (2.25). The resulting matrix-Hamiltonian equations for spin glass are now, in terms of B ij [cf. 
(2.26a) ], 

Pj Pkaj +akPj paj -Brm.j +amB~ -aIB':,.j Gpaj ~H/~Pk 

p akP 0 0 0 ~H/~p 
at = -

~H /~Brm 
(2.28) 

Bij Bij.k +BuA -Bj,.aj 0 0 tpyBlJ 

Ga akGa 0 - t~yBrm t~pGy ~H /~Gp 

The Hamiltonian matrix b1 in (2.28) is now linear in the dynamical variables and thus (Kupershmide1
) may be associated to 

the dual of a Lie algebra. In this case, the Lie alebra is again a semidirect product, 

(2.29) 

with the same dual coordinates as in the case ofbl associated to glin (2.27) except that instead of A f dual to (aj J d "x) ® ea 

e(A,,-1 ®g*), we now haveBij dual to (a j J aj J d"x) ®eae(A,,-2 ® g*), i.e., {Bij} dual to (n - 2) forms taking values in 
the dual gauge algebra, g*. 

Yang-Mills MHD: The Poisson matrices b l and b1 for spin glasses in (2.26a) and (2.28) extend the corresponding 
matrices for Yang-Mills magnetohydrodynamics (YM-MHD) (Holm and Kupershmidt2s), by allowing nonzero entries for 
Poisson brackets between the gauge charges and the gauge fields. The Hamiltonian for YM-MHD is (Holm and Kuper
shmidt2s) 
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(2.30) 

Remarkably, when the YM-MHO Hamiltonian (2.30) is used with thespin-g/ass Hamiltonian matrices b1 and b2 in (2.26a) 
and (2.28), respectively, the same dynamical equations reemerge for YM-MHO as in Holm and Kupershmidt.28 That is, 
correct YM-MHO equations reappear using the spin-glass Poisson bracket (2.28) with the YM-MHO Hamiltonian (2.30). 

The spin-glass Hamiltonian matrices b1 and b2 extend their YM-MHO counterparts found in Holm and Kupershmidt28 

by allowing semidirect-product actions instead of simple direct sums among quantities dual to gauge charges and gauge fields, 
in the Lie algebras Bl and B3' Since this extension of Hamiltonian matrices is available for YM-MHO, it is natural to expect the 
Hamiltonian matrix for chromohydrodynamics (CHO: the non-Abelian Yang-Mills plasma theory from which YM-MHO 
is derived) also to have an extended counterpart. This extended counterpart may, in tum, find application in the theory of 
condensed matter with internal symmetry variables. 

To determine this extension of the CHO Hamiltonian matrix, we propose to argue heuristically: we start from the 
extended YM-MHO/spin-glass Hamiltonian matrix in (2.26a) and enlarge it, by comparing its structure to that for Abelian 
charged fluids (Holm33

). 

There is a standard derivation (see, e.g., Friedberg34
) of Abelian MHO from the ideal two-fluid Abelian plasma equa

tions. Abelian MHO emerges in the course of this derivation in the limit that the dielectric constant vanishes (i.e., displace
ment current is neglected), the inertia of one species (the electrons) is negligible compared to the other (the ions), local 
charge neutrality is imposed, and drift effects (diamagnetic and Hall electric fields) are neglected. In Holm and Kuper
shmidt28 this derivation has been adapted for the purpose of obtaining the non-Abelian YM-MHO theory from the equations 
of chromo hydrodynamics (CHO), treated in Gibbons, Holm, and Kupershmidt.27 The CHO equations describe non-Abe
lian Yang-Mills plasma theory, e.g., quark-gluon plasma physics, in the fluid description obtained by taking moments of the 
corresponding kinetic theory with particles interacting via Yang-Mills fields (i.e., Wong's equations). A consistent Hamilto
nian theory of special relativistic CHO also exists (Holm and Kupershmidt28

). 

Abelian MHO may also be considered as a special case of the Hamiltonian theory of Abelian charged-fluid (ACF) 
motion that includes moving-material electromagnetic effects. The equations of ACF dynamics are given in the following 
Hamiltonian matrix form in Holm33

: 

P; Pka; +akP; pa; akA; -Ak,; *Eka. -a'!'Ej8k 
I J I Qa; 8H/8Pk 

P akP 0 0 0 0 8H/8p 

at A; Aka; +A;,k 0 0 8k 
I sa; 8H /8Ak (2.31) 

*E; ak *E; - *Ejaj8~ 0 -8~ 0 0 8H /8*Ek 

Q akQ 0 sak 0 0 8H/8Q 

In (2.31) the Abelian charge density Q satisfies Gauss's law, 

ap = Q = div *E, (2.32) 

which is preserved by the dynamics. In (2.32) the quantity a is the constant charge-to-mass ratio in ACF dynamics and *E is 
the electric displacement vector. Actually, the Hamiltonian matrix in (2.31) is a slight extension of that in Holm33 to include a 
generalized two-cocycle between Q and A [the terms proportional to the arbitrary constant s in (2.31)]; Holm33 chooses 
s=o. 

The Hamiltonian matrix for Abelian MHO may be recovered either from (2.31) for s = 1 when the displacement vector 
*E is absent, or from (2.26a) in the Abelian case, when the structure constants t py vanish. 

Comparing the Hamiltonian matrices (2.26a) for non-Abelian MHO and (2.31) for Abelian charged fluids suggests the 
following Hamiltonian matrix for the dynamics of non-Abelian charged fluids: 

P; Pka; +akP; pa; akAf -A~.; *E~a. - a'!'E~8k 
I J I Gpa; 8H /8Pk 

P akP 0 0 0 0 8H/8p 

at Aa 
I A 'ka; +A f.k 0 0 813 87 s8pa; + tpyA r 8H/8A~ 

*E~ ak *E~ - *E~aj8~ 0 - d.!8~ 0 t~p *E~ 8H /8*E~ 

Ga akGa 0 sd.!8k - t~yA t t Y *Ek ap y t~Gy 8H/8Gp 

(2.33 ) 
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where s is any real constant. This Hamiltonian matrix reduces to (2.26a) when *E is absent and s = 1, and to (2.31) in the 
Abelian case. In comparison with (2.20a) for YM-MHD the Hamiltonian matrix b3 in (2.33) for Yang-Mills charged fluids 
(YMCF) has been extended by adding a row and column for the dynamics of the variable * E ~ , the Yang-Mills analog of the 
electric displacement vector. The vector * E ~ is dual to A f in both the algebraic and metric sense: while A f is a one-form 
taking values in the gauge algebra g, * E ~ is an (n - 1) form taking values in the dual algebra g*. The mathematical 
interpretation ofthe Poisson bracket determined from b3 in (2.33) is given in Sec. III. 

The relation of (2.33) fornon-Abelian Yang-Mills charged fluids (YMCF) to the Hamiltonian matrix for CHD given in 
Gibbons, Holm, and Kupershmide7 is as follows. Let M define another momentum density via the map 

Mi =Pi + (Dr*Ek,Ai ) - (*Ek,Bki) = Pi + (*E~A n,k - *E~A %,i' (2.34) 

while the other variables (p,A, *E,G) in (2.33) remain the same. The resulting Hamiltonian matrix in the new variables 
obtained via direct calculation using (2.25) is given (with s = 1) by 

~ MA + ai~ paj 0 0 [Ga + *(Div E)a ]aj 

o p aip 0 0 0 8H/8p 

8H/8Af at AI! 
J = - 0 0 0 

*E~ 0 0 -8p8; 

Gp ai[Gp +*(DivE)p] 0 (Dn p 

In the extended CHD Hamiltonian matrix (2.35) we denote 
[see (2.9) and (2.12)] 

(Dj)~ = aj~ + t~A f, (2.36a) 

(Dr)p = ai8p - tpp.A f, (2.36b) 

and [see (2.7) and (2.15)] 

*(DivE)p = [Div*(*E)]p = (D!>p *E~, 

[by (2.36b)] =ak *E~ -A~ *E!tpp., (2.37) 

[by (2.7)] ={[ak -ad*(Ak)](*Ek)}p. 

The CHD Hamiltonian is (Gibbons, Holm, and Kuper
shmidt27

) 

H= J dnx[~IM+GaAaI2+U(p) 
(2.38) 

with variational derivatives given by 

8H = J dnx {( - ~ + U'( p) )8p + (v'Aa)8Ga 

+ v·l)M + Ea·l)*Ea 

+ [Gaui + * (DkB ki)a ]8A d ' (2.39) 

where we have integrated by parts and introduced the nota
tion 

(2.40) 

E = *(*E), (2.41a) 

*Bij = *(Bij)' (2.41b) 

The resulting Hamiltonian equations of motion for CHD are 
[using (2.22) to define the CHD Poisson bracket with Ham
iltonian matrix b4 in (2.35) ] 

atp = {H, p} = - ai (pu') , 
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(2.42a) 

(2.42b) 

~8; (Dj)~ (2.35) 

0 tp. *Ej 
fJa p. 

tp. *E i 
fJa p. t'PoGp. 

at *E~ = {H,*E~} = Gpuj + *(DkBkj)p 

- t~a *E~ (v·Aa), (2.42c) 

atGp = {H,Gp } = -a;([Gp +*(DivE)p]vi) 

- (Dnp (Gaui) - *(DiDkBki)p 

- tp. *E i Ea - tp. G (v'Aa) pa p. I fJa P. . 
(2.42d) 

Upon using (2.36b), (2.41a), and antisymmetry of B ki, the 
Gp equation (2.42d) takes the form 

atGp = -a;([Gp +*(DivE)p]vi)-ai(Gpvi). 
(2.43 ) 

This becomes simply the equation for gauge charge conser
vation upon setting 

GAUSS: = G + * (Div E) = 0, (2.44) 

and noting that this relation is preserved by the dynamics of 
(2.42b )-(2.42d), since 

at(GAUSS)= - div[(GAUSS)v] + ad*(v·A)(GAUSS) 

= -Dr[(GAUSS)v']. (2.45) 

The proof of relation (2.45) is by direct computation, as 
follows. Using (2.44) we have 

a,(GAUSS)p 

= at [Gp + (ai8p - tpyA n*E~] 

= atGp - t:By (atA n*E~ + (Dr>,;at *E~, 

= -ai[(GAUSS)pui] -ai(GpVi) 

+ t:By *E~ (Di)~ (v·AP.) + (D r); (Gaui) 

- (Dr); [t~y *E~(v·AY)] 

[by (2.42b)-(2.42d)]. (2.46) 

Thus, in the shorter notation of (2.7) and (2.11 ), and using 
(2.15), we have 
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a,(GAUSS) 

= Div*(Gv) - ai [(GAUSS)vi ] - ai (Gvi) 

+ ad*(v·A)*(Div E), 

= - div[ (GAUSS)v] 

+ ad*(v·A)(GAUSS) [by (2.37a)], (2.47) 

which recovers relation (2.45). Consequently, (2.43) be
comes 

a,Gp = - div(Gpv), (2.48) 

upon using the nondynamical constraint (2.44), which may 
be regarded as an initial condition by virtue of (2.45). 

Finally, we have the momentum equation 

a,~ = {H~} = - MAvi - ai (~Vi) 

- paj [ - v2/2 + U'( p)]. (2.49) 

Substituting (2.40) in the form 

~ =PVj - (G,Aj)' (2.50) 

into the momentum equation, (2.49), readily gives the ve
locity equation, 

p[ a,vj + ViVj,i + U'( p),j] 
= -a,(G,A) -ai(Gvi,Aj) - (G,AiV:j)' 

= (a,G,Aj) + (G,a,Aj ) - (Dr(Gvi),Aj) 

- (GVi,DiAj) 

- (G,(A·v),j) - (G,viAi,j) [by (2.12)], 

= (G,a,Aj +vi(DiAj -DjAi) + (A·v),j) 

[by (2.36) and (2.48)], 

= (G, -Ej - viBij) [by (2.42b)]. (2,51) 

Hence we recover precisely the motion equation for the fluid 
velocity in CHD. Namely, with (vXB)j: = vjBij, in vector 
form, 

a,v+ (v·V)v= -VU'(p) -p-I(G,E+vXB). 
(2.52) 

This completes the derivation of the CHD equations 
(2.42a)-(2.42d) and (2.52) from the extended CHD Ham
iltonian matrix in (2.35) and the CHD Hamiltonian H in 
(2.38). The physical interpretation of the CHD equations 
(2.42a)-(2.42d) and (2.52), and their derivation from ki
netic theory is discussed in Gibbons, Holm, and Kuper
shmidt.27 

The Yang-Mills "displacement vector" *E has an inter
esting interpretation in spin-glass theory. Namely, E = 8H / 
8*E is the disclination flux density, so that *E is the disclina
tion current density. More discussion of this interpretation is 
given in the concluding section. 

III. MATHEMATICAL DISCUSSION 

In this section we explain the general mathematical facts 
underlying the various Hamiltonian matrices appearing in 
the preceding section. This will supply the proof that the 
Jacobi identity is satisfied for all of the Poisson brackets in 
the preceding section. 

A. General notation 

Let K = C""(Rn); D =D(Rn): Lie algebra of vector 
fields on Rn; A k = A k(Rn): K module of differential k forms 
on Rn; X(s) denotes the Lie derivative of seA k with respect 
to XeD; g: a finite-dimensional Lie algebra over R; g*: its 
dual; ( , ): a nondegenerate invariant symmetric bilinear 
form on g; 

(el, ... ,eM): basis in g, satisfying[ ea ,ep ] = t ~tJ ey, 

where t ~ are the structure constants of g; (el, ... ,~), the 
dual basis in g*; if u:g ..... End V is a representation of g, then 
u(a) (v) is denoted simply by a.v, for aeg and veV. 

B. Lie algebra 

We start with the Lie algebra gl (2.27). Its commutator 
is given by the formula 

(3.1 ) 

whereXieD ;f,gieK; oleAn-I; aieg; b ieg*; i = 1,2; and, e.g., for heg and pairing ( , ) between g*and g, 

(a l .b 2,h): = - (b 2,[a l ,h n. 
Claim: The commutator (3.1) defines a Lie algebra. 
Proof: This results from the following general fact. 
Theorem 3.1: Let n be a tensor field on Rn, i.e., a K and D module, so that 

X(j{J) =jX({J) +X(j){J), XeD, jeK, {J)en. 

Let u:g ..... End Vbe a representation of g. Then the following formula defines a Lie algebra g( n,u): 

[

Xi X
2 

] [XI,x2] 
jl ®a l j2 ®a2 XI(j2) ®a2 _X2(jl) ®a l + jV2 ® [al,a2] 
{J)1®V I {J)2®V2 = XI({J)2)®v2_X2({J)I)®vl+jl{J)2®al.v2-j2{J)I®a2.vl ' 

gl gZ XI(gZ) _X2(gl) 
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where X ieD, P and(eK, liieO, aieg, vie V, i = 1,2. A straightforward computation reduces the Jacobi identity for (3.3) to a 
set of identities of the form (3.2). 

C. Generalized two-cocycles on the Lie algebra 91 

We now turn to the generalized two-cocycle on the Lie algebra 9 I responsible for the field-independent terms in the matrix 
(2.26a). 

Proposition 3.2: The following formula defines a (generalized) two-cocycle VI on 91 = g(An-l, ad"'): 

VI (1,2) = s( j1liJ;'i (b 2,a
I > - j2liJ:'i (b l,a2», seR, (3.4) 

where ( , ) is the natural pairing between g'" and g; and the notation VI (1,2) is shorthand for 

VI(~I, ~2). 
Recall (Kupershmidt,32 Chap. viii) that a bilinear form von a Lie algebra g' over K is called a (generalized) two-cocycle if 

v(X,y)--v(y,x), X,Yeg', (3.5) 

V([X,Y],Z) +c.p.-O, X,Y,Zeg', (3.6) 

where "c.p." stands for "cyclic permutation"; and a-b means (a - b)e'l:i 1m a(J i.e., (a - b) is a "divergence." One checks 
directly that VI in (3.4) is indeed a two-cocycle on gl' 

D. POisson bracket 

The Poisson bracket associated to the two-cocycle VI on the Lie algebra gi is computed by the standard rules of the general 
theory described in Kupershmidt,32 Chap. viii (with n-dimensional volume element d /Ix) 

{H,Fh = - Jd/lX{ ~F [(Pkai + akPj ) (~H) + Gpal (~H) + (akA f -A ~.;) (~H) +pai (~H)] 
~P; ~Pk ~Gp ~A ~ ~p 

+ ~F [akGa(~H)+t~Gy ~H +(-t~yAr+~sak)(~H)] 
~Ga ~Pk 8Gp 8A ~ 

+ 8F
a 

[(A 'ka; +A f.k) (8H) + (tpyA r + 8psa;) (8H )] + 8F akP (8H )}, 
8A ; ~Pk ~Gp 8p ~Pk 

(3.7) 

where dual coordinates on gT are chosen to be 

Pk dual to akeD; Ga to I ®eaeK ®g"; A; to (a; J d/lx) ®ea
; p to IeK. 

E. Spin-glass Hamiltonian matrix 

The Hamiltonian matrix b = b(gl'vI ) associated to the Poisson bracket (3.7) via the standard rule 

{H,F}- 8F bij ~H 
8ui 8uj 

is given by 

Pk Gp A~ P 

P; Pka; +akP; Gpa; akA f A ~.; pai 

Ga akGa t~pGy - t~yA r +~Sak 0 (3.8) 

A a 
I A 'ka; +A f.k tpyA r + 8psa; o 0 

p akP 0 o o 
This is b l in (2.26a) when s = 1. 

F. Origin of the generalized two-cocycle 

Since the two-cocycle (3.4) plays a crucial role in what follows, we explain its origin and unique features. Let n be an 
additional tensor field on an, and let {j: o-+n be a homomorphism of D modules, Le., 

{j (X(liJ» = X ({J(liJ»), XeD, liJeO. 

(For example, 0 = A k, n = A k + t, {j = d.) Then {j induces a natural Lie algebra homomorphism 

{j:g (O,q) --+ 9 (n,q). 

(3.9) 

(3.10) 

Therefore, from {jone obtains a Hamiltonian (Le., canonical) mapt/J: Cg (O,q) -+Cg (n,q) on Cg, the ring off unctions on the 
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dual to the Lie algebras g(O,O") and g(11,0") [see Chap. viii (3.42) in Kupershmidt32]. In particular, take 

O=An- l, O=An, {}= -d, V=g*, O"=ad*, 

and denote by 1Ja coordinates on g1 = 9 (An ,ad*) * dual to d nx ® ~. Then by formula viii (3.42) in Kupershmidt,32 the map 1,6* 
can be written in the form 

(3.11 ) 

and 1,6* is a Hamiltonian map between the cocycles Poisson bracket (3.7) 1.=0 and the Poisson bracket on g1 = g(An,ad*)*, 

{H,F} = -fdnx{~F [(Pkai+akPi)(~H)+Gpal(~H)-~ ~~ +pai(~H)] 
t3Pi t3Pk t3Gp t3,/ t3p 

~F [a G (t3H) t Y G ~H t P Y ~H] ~F ( a ~H _ t a Y ~H) ~F a ( ~H )} 
+ ~Ga k a ~Pk + ap Y tiGp + ay 1J ~7f + ti1Ja 1J,k tiPk py 1J ~Gp + ~p kP ~Pk . 

(3.12) 

Now, as aK module, g2 = 9 (A n, ad*), has inside it two submodules: K ® 9 and An ® g*, which are mutually dual as D modules, 
i.e., 

(X(b),a) + (b,x(a»-O, aEK®g, beAn®g*. 

This means that we may have a symplectic two-cocycle V2 on g2 

v2(1,2) = -sCPrf(b 2,al) -/2f/!I(b l,a2», seR, VleAn. 

(3.13) 

(3.14) 

And indeed, V 2 is a two-cocycle on g2' as one verifies by a direct computation. [A verification is required since, for non-Abelian 
g, K ® 9 acts nontrivially on An ® g*; otherwise (3.13) would have guaranteed that (3.14) is a two-cocycle.] Now, since the 
map 1,6* in (3.11) is constant coefficient, it transforms two-cocycles on g2 into two-cocycles on gl; in particular, V2 is trans
formed into v I' From this discussion, one concludes that if 0 ® V i= An - I ® g*, then one cannot have a two-cocycle on g( 0,0") 
similar to VI' since a symplectic two-cocycle ofthe type VI exists only on g(An, ad*). This observation saves us from a futile 
search for new two-cocycles in the extended YMCF case, when *E variables (dual to A I ® g) come into the picture. 

G. Lie algebra g3 

The Lie algebra g3 = g(An-1 $ AI, ad* $ ad) (*E is included), has commutator (cf. Theorem 3.1) 

Xl X 2 [XI,x2] 

II ®al 12 ®a2 X lif2) ®a2 - X 2ifl) ®al + 11j'2 ® [a l,a2] 
ml®b l m2®b 2 = XI(m2)®b2_X2(ml)®bl+/lm2®al.b2_/2ml®a2.bl (3.15) 
ft I ® al ft2 ® a2 X I (ft2) ® a2 - X 2(ftl) ® al + IIft2 ® [a l,a2] -12ft I ® [a2,al ] 

gl g2 XI(g2) _X2(gl) 

where XieD,p,iEK, mieAn -I, ftieA I; ai,aieg; b ieg*; i = 1,2. 

H. Remarks 

(a) g3 contains gl as a subalgebra, and g3 itself is a semidirect product of gl and A I ® g. Hence, there is a two-cocycle VI on 
g3' which coincides with VI on gl and vanishes when one of its arguments belongs to A I ® g: 

VI (1,2) = siflm7,i (b 2,a
l

) - 1 2mf.t (b l,a2», seR. 

(b) There is also a new symplectic two-cocycle on g3' 

V3 (1,2) = C I (m
l Aft2(b l,(2) - m2 Aft I(b 2,a l», cleR. 

(c) The new Poisson bracket associated to the two-cocycle VI + V3 on g3 equals 

{H,Fh = {H,F} I + f d nx [ ~F (* E; ai - aj * E ~ ~~) + ~F t ~p * E ~ + tiFa C I~P ~~] ( ~Hk) 
~Pi tiG a ~A i ~ E p 

+~[(a *E i _*Ejatii)(tiH)+t Y *E i ~H -cti'!.~i ~H] 
~* E ~ k a a j k tiP k aP Y ~G p I a k ~A ~ , 

(3.16) 

(3.17) 

(3.18) 

where {H,F} I is the Poisson bracket corresponding to bl in (3.8), and *E~ is dual todxk®ep, in both the metric, and the Lie
algebraic senses. For CI = 1, the Hamiltonian matrix associated to (3.18) is given in (2.33). 

I. Lie algebra g4 

Let g4 = g(An- 2, ad*). This is the Lie algebra with the commutator (3.3) for mieAn- 2 and vieg*, i = 1,2. The corre
sponding Hamiltonian matrix is given by formula (2.28), provided one lets Bij be the coordinate dual to 
(ai J aj J dnx) ®eaeAn

-
2 ® g*. 
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IV. CONCLUSIONS 

We have considered the analogy between spin glasses and Yang-Mills fluids (CHD) within the Hamiltonian framework. 
Our results complete this analogy, according to the following "dictionary." 

spin glass Yang-Mills fluid 

p, defect inertial-mass density 
v, fluid velocity 
K, hydrodynamic momentum density of defects 
B ij , disclination density 
F iO' disclination current density 

p, 
v, 
M, 
Bij' 
*E, 

Along the way, we have noticed an interesting phenom
enon in YM-MHD and CHD, namely, the existence of two 
different Poisson brackets for the non-Abelian case and a 
one-parameter family of Poisson brackets for the Abelian 
case, in the A representation for CHD, see Eq. (2.33). 

Physically, our conclusion is that the analogy between 
spin-glass theory and Yang-Mills charged fluids is very 
close, on the level of the Hamiltonian formalism. Specifical
ly, the Hamiltonian matrices are identical for the Volovik
Dotsenko spin-glass theory and Yang-Mills MHD. In addi
tion, the Hamiltonian matrix (2.33) in the Yang-Mills 
charged-fluid representation provides a potentially interest
ing extension of the Volovik-Dotsenko spin-glass theory, by 
providing a dynamical equation for the disclination current 
density *E, which is the spin-glass analog of the Yang-Mills 
electric displacement vector. 

Our basic mathematical observations are these: the 
highly nonlinear candidate (2.20) for the Poisson bracket in 
Volovik and Dotsenko,24 when transformed to appropriate 
(natural) variables, becomes of affine type and is thus asso
ciated to a certain Lie algebra, called 91' and a two-cocycle, 
called v I' on 9 I' It turns out that 91 is a subalgebra of another 
Lie algebra, 93' which closely resembles the chromohydro
dynamics Lie algebra 92' The Lie algebra 92 is, in turn, an
other subalgebra of93' Moreover, the two-cocycle VI ongl is 
a restriction on 9 Ie 93 of a certain two-cocycle if I on 93' Fur
thermore, there is another, canonical, two-cocycle V3 on 93' 
whose restriction on 91 vanishes and whose restriction on 92 
produces precisely the canonical *E-A structure in CHD. 

Roughly speaking, the absence of a dynamical equation 
for *E in Volovik and Dotsenk024 is of the same nature as the 
absence of displacement current. The dynamical equation 
for *E is present only in the full electromagnetic or Yang
Mills field equations, or in an extended theory of spin-glass 
dynamics accounting for time dependence of the disclination 
current density, FiO • In that case, the present theory would 
provide the dynamics by using Poisson bracket (2.33), in 
conjunction with an appropriate choice for the Hamiltonian. 
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Global hyperbolicity of a spatially closed space-time 
Yoshihiro Matori 
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A spatially closed space-time is shown to be globally hyberbolic. 

I. INTRODUCTION 

Global hyperbolicity is one of the most important cau
sality conditions on a space-time. For instance, a globally 
hyperbolic space-time has nice properties I such as the finite
ness and the continuity of Lorentzian distance function, and 
the existence of a maximal geodesic segment between a pair 
of causally related points. Furthermore, Geroch2 proved 
that a globally hyperbolic space-time (M,g) of dimension 
n + 1 is homeomorphic to S X R with S a manifold of dimen
sion n. He also pointed out that the converse of this is not 
necessarily true. In this paper, we shall show that the con
verse is true if S is compact and S X {a} is locally acausal for 
every aeRo This implies that de Sitter space-time, Einstein's 
static universe, and spatially closed Robertson-Walker 
space-time are all globally hyperbolic. 

For our notation and conventions we mostly follow 
Hawking-Ellis. 1 In particular, by a space-time (M,g) we 
mean a connected time-oriented Coo Lorentzian manifold of 
dimension n + 1 with Coo Lorentzian metric g. A space-time 
(M,g) is called globally hyperbolic if (M,g) is strongly caus
al and J + (p) nJ - (q) is compact for every p,qeM, where 
J + (p) [resp.J - (p) J is the causal future (resp. past) ofp. A 
subset A of M is called acausal if every nonspacelike curve 
intersects A at most once. A subset B of M is called locally 
acausal if every point of B has a neighborhood in which B is 
acausal. 

II. MAIN RESULT 

Theorem: Let (M,g) be a space-time homeomorphic to 
S X R, where S is a manifold of dimension n. If S is compact 
and S X {a} is locally acausal for every aelR, then (M,g) is 
globally hyperbolic. 

Proof Recall that a space-time is globally hyperbolic iff 
it has a Cauchy surface, i.e., a boundaryless imbedded sub
manifold which every inextendible nonspacelike curve inter-

sects exactly once. I
,2 Hence we are going to show that 

S X {a} is a Cauchy surface for every aeR. 
Let r be an inextendible nonspacelike curve in M and 

per. Note that the R coordinate can be regarded as a time 
function, which we denote by t [so each S X {a} is (globally) 
acausalJ. In case t(p»a, rnJ-(p) is a past-inextendible 
nonspacelike curve and is contained in the region 
S X ( - 00 ,t(p) J. Then it follows from the hypotheses of the 
theorem that (M,g) is strongly causal.3 Hence rnJ - (p) 
cannot be imprisoned4 in the compact set S X [a,t(p) J. This 
means that rnJ - (p) enters into the region S X ( - 00 ,a J. 
Since r and t are continuous, rnJ - (p) intersects S X {a}. 

In case t(p) <a, the similar discussion shows that 
rnJ + (p) intersectsS X {a}. Hence every inextendible non
spacelike curve intersects S X{a}. Since it has been noted 
that S X {a} is acausal, it follows that S X {a} is a Cauchy 
surface, and hence (M,g) is globally hyperbolic. 

Remarks: (1) The local acausality of S X {a} for every 
aeR is necessary. For example, let (M,g) be a space-time 
homeomorphic to S I X Rand 

g = (cosh t - 1)2( - dt 2 + dX2) - dt dx, (x,t)eS I XR, 

where S I is the one-dimensional sphere. This space-time has 
a closed null geodesicS I X{O} = t -1(0). Thus (M,g) is not 
globally hyperbolic. 

(2) The compactness of S is also necessary. For exam
ple, the universal covering manifold of anti-de Sitter space
time is not globally hyperbolic,I.2 but is homeomorphic to 
R" X Rand R" X {a} is acausal for every aeRo 

'S. W. Hawking and G. F. R. Ellis, The Large Scale Structure o/Space-time 
(Cambridge U. P., Cambridge, 1973). 

2R. Geroch, 1. Math. Phys. 11,437 (1970). 
3See Theorem 2.1. ofH. 1. Seifert, Gen. Relativ. Gravit. 8, 815 (1977). 
4See Proposition 6.4.7. of Ref. 1. 
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A solution to the one-dimensional missing moment problem 
Carlos R. Handy 
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The ?ne-dimensional "missing moment problem" is solved using Pade analysis. The realization 
of thls affords the most efficient framework within which to apply a Hankel-Hadamard 
analysis for generating rapidly convergent bounds to quantum eigenvalues. The method is 
applied to the quartic potential problem. 

I. INTRODUCTION 

In a recent work, Handy and Bessis 1 discovered that the 
implementation of a "moments problem"2 reformulation of 
the one-dimensional Schrooinger equation, for arbitrary ra
tional fraction potential, could yield exponentially conver
gent lower and upper bounds to the quantum eigenvalues. 
This is an important endeavor because it is the best way of 
assessing the accuracy of one's eigenenergy estimate. These 
concerns are particularly relevant for singular perturbation
strongly coupled systems not amenable to conventional per
turbation analysis. As argued in Ref. 1, a moments approach 
is ideally suited for these kinds of problems. 

In this work we focus on an important aspect of the 
above moments approach. Because of the unprecedented na
ture of the theory developed by Handy and Bessis, we briefly 
outline here the pertinent issues, as well as clarify the contri
bution made by the present work. A more detailed discus
sion is presented in the following section. 

Given the Schrodinger equation for some arbitrary ra
tional fraction potential, it is straightforward to define a mo
ments equation. This will generally be a recursive relation by 
which the Hamburger moments of the wave function, 
f-Lp = S dx xP\II, can be obtained once the energy E and a 
certain finite number ofinitial moments,f-Ll, ... ,f-Lm' are speci
fied. Thus we may express this by f-Li = Fi [E,f-Ll, ... ,f-Lm ], for 
1 <,i <, 00 • Because the ground state wave function is non-neg
ativel one can then use the Hankel-Hadamard2 inequalities 
to define a hierarchy of constraints, I:1k,I (E#l''''#m) > 0, 
for E and the m-missing moments (one can always normal
ize things to #0 = 1). The results of Handy and Bessis 1 show 
that the Hankel-Hadamard inequalities are sufficiently 
strong to yield exponentially convergent lower and upper 
bounds to E and the missing moments. In this way, excellent 
accurate physical values are realized for all of these quanti
ties. The above results are readily extendable to excited 
states. For simplicity, we limit the present discussion to the 
ground state only. 

Clearly, the Hankel-Hadamard inequalities define a 
succession of rapidly decreasing (m + 1) -dimensional sub
regions within the (m + 1) -tuple space defined by E and the 
m-missing moments. In practice, for systems with too many 
missing moments (m > 2), the identification ofthese subre
gions becomes costly. It is therefore clear that the identifica
tion of some formalism by which the number of missing mo
ments can be reduced or completely eliminated is an 
important concern. The basic contribution o/this work is the 

attainment 0/ one particular formalism that can systemati
cally reduce the number 0/ missing moments to zero! The 
manner in which this is done highlights some very profound 
and very general characteristics of the moment method. 

Before proceeding to the next section, it is important to 
make more precise the claim made above. As was shown in 
Ref. 1, for some systems, such as the sextic problem, 
- \II" + (mx2 + x 6 )\11 = E\II, one can find a special wave 

function representation space in which the non-negativity 
property of the ground state solution is preserved. The new 
representation is defined by the zeroth-order WKB expres
sion <I>(x) = exp( - x4/4 )\II(x). In addition to preserva
tion of non-negativity, the new representation also leaves 
unphysical \II-space solutions as unphysical <I>-space solu
tions. A solution is unphysical if its moments are infinite. It 
is immediate to show that in the <I> representation space, 
there are no missing moments! The original sextic problem 
has two missing moments. Thus for this case there exists a 
global transformation that completely eliminates all the 
missing moments. For the quartic potential problem, 
- \II" + (mx2 + x4 )\11 = E\II, there is no global transfor

mation to eliminate the one-missing moment nature of this 
system. 1 Despite this, it is still possible to find wave function 
representation spaces where the first Q moments depend 
upon E only, while the remaining moments (f-LQ + 1 , ... ) de
pend upon E and the missing moments. This Q is arbitrary. 
Thus this formulation yields an effective zero-missing mo
ment problem up to order Q. Because the Hankel-Hada
mard inequalities yield exponentially convergent bounds, in 
practical terms, this alternate formulation for reducing the 
missing moment problem is just as effective as finding a glo
bal transformation to completely remove the missing mo
ments. This is the contribution o/the present work. We dem
onstrate our formalism by applying it to the quartic potential 
problem with m = O. 

II. A SHORT REVIEW 

The central theme of the work of Handy and Bessis I is 
that because the bosonic ground state wave function is non
negative, one may use the moments problem2 to quantize the 
system. It is also possible to extend this formulation to excit
ed states for which the wave function is non-negative.3 Con
sider the sextic potential problem 

- \II" + (mx2 + gx6
) = E\II. (1) 
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The pth-order Hamburger moment is defined by 

p,(p) = f-+",:'" dxxPql(x). 

The ground state wave function is non-negative (\11>0), 
symmetric, and asymptotically fast decreasing 1 so that the 
moments exist. Through an immediate integration by parts 
Eq. (1) yields a moments recursion relation: 

-p(p-l)p,(p-2) +mp,(p+2) +gp,(p+6) 

= Ep,(p). (2) 

The symmetric nature of the implicit ground state solution 
allows us to also use a Stieltjes moment representation 
which, although not necessary, is more convenient 
[p,(p = odd) =0]. Specifically, through a change of vari
ables (x2 =y), the even-order Hamburger moments are 
equivalent to the Stieltjes moments fi of a modified function 

measure, f (y) = \II / fY: 

p,(2p) = (+ ""dyyP\II (fY) 
Jo .JY 

=fi(p), a Stieltjes moment. (3) 

The moments problem2 concerns the specification of the 
conditions under which the moments may be used to prove 
that a function measure is non-negative. The Stieltjes mo
ment problem was first formulated in 18952; followed by the 
Hamburger formulation in 1920.2 Each of these concerns 
different types of moments and function domains, as sug
gested by the definitions for fi and p,. In principle, either 
formulation can be used for quantizing our physical system. 

Let a(m,n) denote a particular Hankel-Hada
mard(HH) determinant, as defined by 

p,(m) p,(m + 1) p,(m + n) 

a(m,n) = 
p,(m + n) p,(m + 2n) 

(4) 

The corresponding AHH determinant for the Stieltjes case 
will be denoted by a(m,n). The Stieltjes moment theorem 
states4 that the necessary and sufficient conditions for f(y) 
to be non-negative throughout the interval [0, co ] are 

A A 

a(O,n»O and a(1,n) >0, foralln. (5) 

The Hamburger moment theorem states4 that the neces
sary and sufficient conditions for \II (x) to be non-negative 
throughout the interval ( - co, co ) are 

a(O,n) >0, foralln. (6) 

At an intuitive level, Eq. (5) follows from Eq. (6), if we use 
Eq. (6) on t{I(x) andxt{l(x). 

Bearing in mind Eq. (3), a recursion relation for the 
Stieltjes moments follows from Eq. (2): 

fi(P + 3) = (l/g)[Efi(p) - mfi(p + 1) 

+2p(2p-l)fi(p-l)], forp>O. (7) 

Because \II (x) has an arbitrary normalization and is non
negative, we may set fiCO) = 1. In addition, it is also clear 
that all of the moments are dependent on E, fi ( 1) and fi (2) . 
Thus this is a two-missing moment problem. Nevertheless, 
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as alluded to in the Introduction, the HH inequalities in Eq. 
( 5) rapidly define a very small three-dimensional subregion 
centered around the physical values for E, fi ( 1 ), and fi (2) . 
Thus, through Eq. (7), the HH determinants acquire an 
implicit dependence of the type 

On a computer, working with at most Q Stieltjes moments 
[fi(P), p<Q], a three-dimensional partitioning of a given 
region is defined. At each grid point, the corresponding HH 
inequalities are tested. In this manner, a consistent subre
gion can be found. Using Q<12, for the sextic we have 
fil = 0.47, fi2 = 0.56, and E = 1.436. 

Clearly the above program can be impractical on slow 
computers. One would prefer to transform the problem into 
another with fewer, or no, missing moments. For the sextic 
case the latter is possible. Indeed, by using 

~(x) = exp(S(x»)\II(x), (9) 

where Sex) = -! ./ix4, the zeroth-order WKB term, it is 
found that a Stieltjes moment ~-space analysis is of zero
missing moment type. 1 

The closed form of Eq .• 9) does not always work in 
reducing the number of missing moments. A specific exam
ple of interest to us is the quartic potential problem, 
Vex) = mx2 + X4. It is a one-missing moment problem that 
cannot be simplified through closed expressions of the above 
type. We will return to this shortly. 

It is important to realize that Eq. (9) encompasses some 
very important and profound generalities provided by our 
moments perspective. Specifically, let us categorize the key 
ingredients of our overall program: (I) work within repre
sentation spaces where the ground state wave function is 
non-negative; (II) work within a representation space where 
the physical moments are finite; (III) work within a repre
sentation space where the moments can be readily solved 
for (preferably in terms of a recursion relation); and 
(IV) choose representation with smallest number of missing 
moments. In general, if T(x) > 0, then ~(x) = T(x)\II(x) 
defines a suitable representation, with respect to condition 
(I). Condition (II) is important because it focuses on the 
asymptotic behavior of the desired solution. Insofar as the 
asymptotic behavior of solutions to Schrodinger's equation 
are governed by zeroth WKB analysis, it is clear that the 
latter is an important concern to our overall program. Con
dition (III) is the least necessary, as a matter of principle. It 
is clearly the most convenient. Condition (IV) is self-evi
dent. 

There are many representations satisfying (1)-(111), as 
will become evident in the next section. If we insist on ele
gant, closed transformations that completely eliminate the 
missing moments, then there is little likelihood of finding 
them, except for various special cases. 

From a practical standpoint, bearing in mind the fact 
that only a small number of moments are actually used,I,3 it 
is clear that the attainment of a complete zero-missing mo
ment representation is unnecessary. This realization leads to 
our principal contribution, developed in the next section. 
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III. SOLVING THE ONE-DIMENSIONAL MISSING 
MOMENT PROBLEM 

Given an n-missing moment system, 

{l(p + n + 1) = F(p,E,{lI,{l2, ... ,{tn), p>O, ( to) 

a f/J representation can be found for which the first Q + I 
moments [ji(O), ... JHQ)] depend on only (n - 1)-missing 
moments. The remaining moments { ji (Q + I), ... } will de
pend on n-missing moments. The specification of Q is arbi
trary. 

The inductive application of the above can be used to 
convert an n-missing moment system into one for which the 
first T + I moments depend on no missing moments. 

The proof of the above is presented in the context of the 
sextic potential discussed in the preceding section. A nu
merical example is given in the following section. 

Consider the sextic problem - '1'" + (mx2 + gx6
) 'I' 

= E'I'. Define the polynomial transformation 

f/J(x) = I jto CjX2f'l'(X). (11) 

The Cj's are complex coefficients. In terms of the 'I'-Stieltjes 
moments {{l}, the f/J-Stieltjes moments {ji} become 

[ 

ji(p) = L CrCj{l(p + i + j). (12) 
j,j=O 

The two-missing moment nature of the sextic potential, as 
well as the linear homogeneous nature of the difference 
equation in Eq. (7), are summarized by the representation 

{l(u) = Bo(u,E) + {lIBI (u,E) + {l2B2(U,E). (13) 

The Bj (u,E) coefficients are known and can be genera
ted from Eq. (7) upon using the initial conditions 
Bj (j) = t5j,j' for i,j = 0,1,2. 

Substitution ofEq. (13) into Eq. (12) results in 
2 

{t(p) = L {lkOk (p,E,Co,''''C[)' (14) 
k=O 

where {l (0) == I, and 
[ 

Ok (p,E,Co,""C[) = L Cr~Bk (p + i + j,E). (15) 
j,j=O 

We want to solve for the C's such that 

(16) 

Clearly one expects the number of equations to be less than 
or equal to the number of variables, so 

1 + Q<1. (17) 

If Eq. (16) can be solved, then the first Q + 1 ji moments 
will depend on one less missing moment than the remaining 
ji moments, of order greater than Q. 

Assuming the validity of Eq. (16), one can proceed to 
reduce the problem, inductively, to one of zero-missing mo
ments, for the first T + 1 moments. That is, assume a solu
tion set {C} to Eq. (16) has been determined. Let us define 

x(x) == lito D I 'X
21 

rf/J(X). (18) 

The x-Stieltjes moments satisfy 
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L 

{lX(p) = L DrDjji(p+i+j). (19) 
j,j=O 

Let T be a number satisfying T + 2L<Q. In accordance 
withEqs. (14) and (16), we have 

1 

{lx(P) = L {lk 9 k (p,E,Do,· .. ,DL,CO'·"'C[), (20) 
k=O 

where{lo== 1, O<p<T, and 
L 

9 k = L D rDjOk (p + i + j,E,Co,· .. ,C[). (21) 
j,j=O 

It is therefore clear that the solution of an equation anal
ogous to that of Eq. (16), namely 9 1 = 0 (solving for the 
D's), will make the first T + 1 x-moments depend on no 
moments at all, besides being E dependent. Accordingly, we 
will focus on solving Eq. (16). The generalization of this 
inductive argument is immediate. 

Equation (16) is equivalent to 
[ 

L CrCjB2(p + i + j,E) = 0, O<p<Q. (22) 
i,j=O 

The B 's are known functions of E. From Pade analysis4 it is 
always possible to find representations of the following type 
(E dependences are implicit): 

b 

B2 (u) = L aJ3~. (23) 
v=l 

Equation (23) is an immediate consequence of the partial 
fraction decomposition (assuming a multiplicity of 1 for the 
roots) of an [ nib] Pade approximant to the expansion 

± a 1' 
(25) 

1'=11-f31'S 

As usual, one requires r = n + bandn<b - 1 [ifEq. (25) is 
to hold]. Note that in terms of 1 and Q, we have r = Q + 21. 

Insertion ofEq. (23) into Eq. (22) gives 
b [ 

L a1'f3~ L CrCjf3~+j = 0, O<p<Q. (26) 
1'=1 j,j=O 

That is, 
b 

L a1'f3~P(f31')P*(f31'*) =0, O<p<Q, 
1'=1 

where 
[ 

P(f3) = L Cj f3 j. 
j=O 

(27) 

(28) 

It is emphasized that the f3's are calculable functions of E! It 
is the C's that must be solved for! 

The specific type of solution to Eq. (16), or Eq. (27), of 
interest are those in which the f3's may be taken as roots of 
appropriate polynominals. From the Pade parameters it fol
lows that if we set n = b - A (1 <A <b), then 

b =1 + (Q+A)/2. (29) 

Because the degree of the P polynomial is 1 and there are b 
f3 's (b > 1) , clearly not allf3 ' s can be roots of this one polyno-
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TABLE I. Generation of ground state energy bounds E_<E<E+, for 
quartic potential v(x) = X4. 

I Q A- N, E_ E+ 

7 5 7 1.052 1.081 
9 7 9 1.0599 1.061 9 

11 9 11 1.060 34 1.060 47 
13 11 13 1.060 360 1.060 368 
15 13 15 1.060 362 0 1.060 362 4 
17 15 17 1.060 362 08 1.060 36218 

mial. However, a closer examination of Eq. (27) shows us 
that the roots of the P polynominal may correspond to 

P({3v) = 0, if {3veS, (30) 

where 

(31) 

Accordingly, the C's are the polynomial coefficients for 
I 

LC;i=II(s-{3v), if Ns<J, (32) 
;=0 /3% 

where Ns is the number of elements in S. 
The Bk'S [refer to Eq. (23)] are not necessarily mo

ments of a non-negative measure. Because of this, from the 
general theory of Stieltjes-Pade approximants it is to be ex
pected that not all{3 's are rea1.4 Accordingly, the number of 
elements in S, Ns' should be small enough so that Ns <.I. This 
is our basic assumption. Our expectation, confirmed by the 
quartic case to be presented, is that this is very likely to be 
true most of the time. 

From the preceding discussion it is evident tha the real
ization of the basic inequality Ns <.1, can best be achieved if b, 
the total number of /3 's, is as small as possible. Accordingly, 
it is best to start with A = b - n = 1, the difference between 
the Pade approximant's denominator and numerator de
grees. 

IV. THE r QUANTUM POTENTIAL 

The quartic anharmonic oscillator - '1'" + (mx2 

+ x4
) 'I' = E'I' is a one-missing moment problem with a re

cursive moment relation given by 

35 

fJ,(P + 2) = [EfJ,(P) - mfJ,(P + 1) 

+2P(2P-1)fJ,(P-I)]. 
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(33) 

SettingfJ,(P) = Bo(P;E) + fJ,IBI (P;E) , we have 

Bk(P+2) = [EBk(P) -mBk(P+ I) 

+2P(2P-I)Bk(P-1)], (34) 

where B; (j) = ~;,j' for i,j = 0,1. Accordingly, theB/s are 
computable functions of E. For the B I 's the following repre
sentation can be determined: 

b 

BI (0') = L av/3~, 0<.0'<.21 + Q. (35) 
v=1 

For simplicity, the remainder of this discussion will fo
cus upon the massless case, m = O. It will be noted that the 
2P(2P-1) terminEq. (34) may lead to very largeBk val
ues, particularly if 21 + Q is large (of order 50). Because 
the HH inequalities are unaffected if we divide the fJ, (P) 
moments by g", we may modify the B/s accordingly, 
A 

Bk (P) = Bk (P)/g". Hence 

Bk (P + 2) = (E /gl)Bk (P) 
A 

+ [2P(2P- 1)/g3]Bk(P-I). (36) 

Clearly, /3v--{Jv=/3jg. For the range of 21 + Q values 
quoted in Table I, an effective choice is g = (21 + Q)/e. 
This choice leads 10 moderate B k values, which in tum lead 
to more accurate /3 values. 

The program defined in the previous section was imple
mented. That is, the appropriate C's corresponding to Eq. 
(32) (for the/3 's) are determined. The first Q + 1 cP-Stieltjes 
moments [Eq. (11)] become dependent on E only: 

P,(P) = ± C;(E)*c;(E)Bo(P+i+j,E), 
g" ;,j = 0 

(37) 

The application of the HH inequalities lead to con
straints upon E. These are given in Table I. The results are 
consistent with the answer E = 1.060 362 09 from Ref. 1. 
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The wave equation is considered for a stratified medium where the stratifications are in the 
form of a family of nested C Z surfaces along which the velocity C is constant (c varying only in 
a direction normal to the surfaces). On each surface c is constant, the solution U of the wave 
equation is decomposed into an outgoing wave component U + and an incoming wave 
component U -. The associated outgoing and incoming wave conditions are expressed in terms 
of integral operators (kernels being time-dependent single and double layer potential type 
terms) operating on u and the normal derivative au/an on each surface. Using the 
decomposition the scalar wave equation is split into a vector system involving the components 
u+ and u-, the vector system decoupling in a region where c is constant. Such a splitting is 
useful for the inverse problem where a reflection operator relating the outgoing wave to an 
incoming wave can be defined, and this in turn can be used to determine c. 

I. INTRODUCTION 

One of the techniques that has been used in the time
dependent direct and inverse scattering problems associated 
with the one-dimensional wave equation 

aZ 1 a2 

~ u(z,t) = -2----2 U(Z,t), Z,tElIt, az- c (z) at 
(1) 

for a nonhomogeneous medium, is based upon the method of 
wave splitting. 1.2 By wave splitting we mean the decomposi
tion ofu(z,t) into up-going (in the positivez direction) and 
down-going (in the negative Z direction) waves. The impor
tance of such splittings, in general, is that they lead to the use 
of invariant imbedding techniques.3-6 Given a slab of inho
mogeneous medium and a splitting one can define an asso
ciated scattering matrix. Invariant imbedding techniques 
then allow one to write a complex system of differential 
equations for the operator entries of the scattering matrix 
whose differentiation is with respect to the location of one of 
the planes of the slab. One can then deduce the behavior of 
the reflection operators for small time which provides a con
nection between up- and down-going wave fields and the 
properties of the medium on the edge of the slab. 1,2 The re
flection operator can then be used in both direct and inverse 
scattering problems. 

Various approaches2,7-10 have been tried for extending 
the wave splitting to a planar stratified medium with 
c = c(z) and U = u(x,y,z,t). In particular, the approach 
taken by the authorlO was successful in giving rise to the 
form of the reflection operator and the explicit Ricatti type 
integral-differential equation and initial condition that the 
kernel of the reflection operator must satisfy. 

The starting point of the procedure for wave splitting lO 

in a planar stratified medium was the development of an 
upgoing and downgoing wave condition on a planar surface. 
This was obtained using Huygen's principle, or mathemat
ically, by considering an initial value boundary-value prob
lem for the wave equation in a homogeneous half-space. The 
resulting condition obtained for up-going and down-going 
waves on a surface Z = const is given by 

U= ±%OUZ , 

where 

%ov= -f r v(x',y',t-R/co) H(t 
JR' 211"R 

R)dX'dY'. 
Co 

(2) 

(3) 

(Here, the + ve and - ve signs refer to the up-going and 
down-going waves, respectively.) 

This condition was then applied to decompose a solu
tion u(x,y,z,t) ofthe wave equation in a stratified medium 
into up- and down-going components by setting 

u=u++u-, U±(X,y,z,t)=..!..(u+%~), (4) 
2 - az 

where the operator % is the same as %0 with Co replaced by 
c(z). The required system of equations satisfied by the com
ponents u+ and u- was obtained by first rewriting the wave 
equation in vector form 

and then transforming the system from one involving the 
dependent variables u, Uz to one involving the dependent 
variables u + and u -. The resulting system took the form 

(6) 

where the matrix operator W is diagonal in a region where 
c = const. This system was subsequently used to obtain the 
equation for the kernel of the reflection operator f!ll, where 
u- =f!llu+. 

In this paper, it is shown that the approach for splitting 
developed previouslylO can be successfully extended for a 
nonplanar stratified medium in lIt3 , where the decomposition 
is in terms of incoming and outgoing waves. In doing so, a 
number of key properties and identities of the time depen
dent single and double layer potentials which are of impor
tance by themselves are established. The associated reflected 
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operator that can be obtained from the resulting splitting is 
not investigated here. 

A brief outline of the paper is as follows. In Sec. II, 
conditions for outgoing and incoming waves across the sur
face Y in a homogeneous medium are obtained by consider
ing the associated initial value exterior and interior problems 
for the homogeneous wave equation. The conditions involve 
the time-dependent single layer and double layer potentials 
and their normal derivatives. Operators m, !In, fn, 2 are intro
duced that are associated with the potentials. In Sec. III, 
certain identities for these operators (which are needed in 
the splitting) are derived. The decomposition of a solution of 
the homogeneous wave equation into outgoing and incom
ing waves across Y is then defined in Sec. IV. This definition 
is extended to the case where the medium is no longer homo
geneous but is (nonplanar) stratified. In Sec. V, the exis
tence of the inverse operator m - I is shown. This operator 
plays a key role and is necessary for the factorization of the 
wave equation in Sec. VI, where the generalization of the 
planar stratified splitting given by Eq. (6) is extended to a 
nonplanar stratified medium in R3. In Sec. VII, simplifica
tion of the splitting by dimensional reduction is given for two 
special nonplanar geometries. The details are presented for 
the more difficult case of the circular cylindrical geometry. 

The following notation will be used in the remainder of 
the paper. Henceforth x and y will denote points in R3. Here 
Gj is a simply connected open region in R3 bounded by a 
(Lyapunov) C 2 surface Y. The surface Y will either be a 
closed surface if the domain Gj is bounded or of infinite ex
tent if the domain Gj is unbounded, but in either case it will 
have no edges. Examples of the former are spheres, ellip
soids, and of the latter are cylinders, planes. The surface Y 
does not need to be convex. The associated exterior domain 
R3 \.G/ will be denoted Ge • The unit normal on Y directed 
outwards from Gj to Ge is given by n, with a /anx and a/any 
being the corresponding normal derivatives at the points x 
andy on Y. When a functionj(x,y) of the two variables 
occurs, then the notation V y f, V x j is used to denote the 
gradient with respect to y and x, respectively. 

II. CONDITION FOR OUTGOING AND INCOMING 
WAVES ON A SURFACE Y IMBEDDED IN A 
HOMOGENEOUS MEDIUM 

Huygen's principle is employed to obtain the conditions 
for incoming and outgoing waves across a surface Y in a 
medium with constant velocity c. These conditions [a gener
alization ofEq. (2), derived for a plane surface Y] will take 
on the form of a linear relationship between u and the normal 
derivative au/an on Y. The outgoing wave condition will be 
obtained by considering the exterior initial value problem 

V2u _1- a2
u = 0, XEGe , t>O, (7a) 

c2 at 2 

u = U t = 0, xEGe , t = 0, (7b) 

where either u or au/an are specified smooth C 2 functions on 
Y, which vanish for t<O. System (7) can be placed in an 
integral formulation using the well-known Kirchhoff's for
mula, II valid for xEGe , t;;;.O, 
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u (x t) = __ 1_ r {1- u (y t _ R) + _1_ aR 
, 41r Jy R n' C R 2 any 

X[u~,t- ~) +~ Ut~,t- ~)]} duy, 

(8) 

withR = Ix -yl. 
Then taking the limit as xEGe ..... XoEY, and employing 

the jump condition for the double-layer potential,12,13 the 
following result is obtained: 

(~ + !In)u + mUn = 0, xEY, (9) 

where the operators !In and m are defined as follows: 

mw[x,t] = _1_ r 1- u(y,t _ !i.)H(t _ R)duy, (10) 
211' Jy R c c 

!Inw[x,t] = _1_ r -4 aR [w(y,t _!i.) 
211' Jy R any c 

+ ~ Wt~,t- ~)]H(t- ~)duy. (11) 

Here H (11) represents the Heaviside step function. The op
erators m and !In are compact operators 14 with m mapping 
C(Y) XC[O,T] into itself, and !In mapping 
QY) xC I [O,T] into C(Y) XC[O,T]. 

Relation (9) is the sought for outgoing wave condition 
on Y. For the case where Y is a plane surface, the operator 
!In vanishes and this condition becomes identical to Eq. (2). 

An alternative or reciprocal form of the outgoing condi
tion (9) is obtained by taking the directional derivative 
no' V x of both sides of Eq. (8), where no is the unit outward 
normal at the point Xo on Y, and then taking the limit as 
xEGe ..... XoEY. Taking into account the jump in the normal 
derivative of a single layer potential, and the continuity of 
the normal derivative of a double layer potential with differ
entiable density l3.15 the resulting expression is given by 

(~ - fn)u n + 2u = 0, xEY. (9') 

The compace4 operator fn mapping C(Y) x C I [O,T] into 
C(Y) X C[O,T] is defined by 

fnw[x,t] = _1_ r _1_ aR [w(y,t _ R) 
211' Jy R 2 anx c 

+ ~ Wt~,t- ~)]H(t- ~)duy. 
(12) 

The operator 2 is defined by 

( 13) 

where 

w(x,t)E{c 2 (Y) XC 2 [0,oo) nw(y,O) = wt(Y,O) = O}. 

An alternative form for 2, expressed in terms of the tangen-
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tial derivatives of a single-layer potential (which are contin
uous across Y) is given in Appendix A. 

Equation (9') constitutes a condition equivalent to (9) 
for outgoing waves on Y. Conditions (9) and (9'), devel
oped for a medium of constant velocity c, will be modified 
later on to hold for a stratified medium where c varies in a 
direction normal to the surface Y. 

The incoming wave conditions can be obtained in a simi
lar manner by employing Kirchhoff's formula in region G;
The resulting incoming wave conditions are given by 

(~- WC)u - lJtun = 0, xeY, (14) 

(~+ ~)un - 2u = 0, xeY. (14') 

Before employing these conditions to the factorization 
of the wave equation into incoming and outgoing waves, a 
number of identities involving the operators introduced in 
this section need to be established. 

III. IDENTITIES INVOLVING THE OPERATORS W, m,~,.2 

A number of important identities among the operators 
can be easily obtained by considering two different represen
tations of systems (7a) and (7b), one of these being the 
single layer potential type representation given by 

u(x,t) =_1_ f "!,,v(y,t-!')dO'y, (15) 
21T Jy R c 

and the other, the double layer potential type representation 
given by 

-1 i 1 aR u(x,t) =-- ----
21T y R 2 any 

x [p~,t - ~) + ~ Pt~,t - ~) ]dO'y. 

(16) 

All that is required of the densities v(x,t) andp(x,t) is that 
v(x,t) = p(x,t) = ° for 1<;0, Pt (x,O) = 0, and that 

v(x,l)eC(Y) xC I{O,OO) 

and 

p(x,t)eC 2(Y) XC 2 [0,(0). 

Taking the limit as xeGe -xeY in expressions (15) and 
(16) one obtains 

U(X,t) = lJtv, xeY, 

u(x,t) = (~ - WC)p, xeY. 

(17) 

(18) 

Taking the limit of the derivatives of expression (15) and 
(16) (in a manner indicated in the previous section), one 
obtains the resulting expressions for the normal derivative of 
uonY, 

Un (X,!) = - (~ + ~)v, xeY, (19) 

Un (X,t) = - 5.¥t. xeY. (20) 

Now insert expressions (17) and (19) into outgoing wave 
conditions (9), to obtain 

(WC lJt - lJt ~)v=O. (21) 

Since v(x,t) is an arbitrary function ofC(Y)XCI[O,oo) 
(vanishing at t = 0), we immediately obtain 
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(22) 

This first identity is fairly obvious and can be easily veri
fied by substituting in the appropriate expressions for the 
operators lJt, we, and ~ into Eq. (21). In a similar manner, 
the insertion of expressions (18) and (20) into Eqs. (9) 
yields the following: 

(~- WC2 )p = m 2p. (23) 

Since p(x,t) is an arbitrary function of 
C 2(y) XCZ[O,oo) we immediately obtain 

~-WCz=m2. (24) 

Other identities can be obtained, such as the following: 

(~-~z-2m)v=0, (25) 

however, this will require stronger conditions on the density 
v(x,t). Since we will not be needing this particular result, we 
will not pursue it, other than to mention that when the sur
face Y is a plane, the operators WC and ~ vanish, and the 
resulting identities reduce to 

m2=2m=~, Y a plane, (26) 

a result obtained in the previous paper. to 
In addition to the above identities, we need to consider 

the "normal derivative" of the operators m and WC given by 

a 
mnu = - (mu), 

an 

a 
WCnU = - (WCu), 

an 

(27) 

(28) 

with U (y,t) as a function of y being defined on Y only. 
To obtain a precise form for the operators mn • WCn • it will 

be assumed that Y is a member of a nested family of surfaces 
and a curvilinear orthogonal coordinate system (SI'SZ'S) 
can be chosen so that the surface Y is given by S I = s? 
( constant). 

Let the points x and y on Y have corresponding curvi
linear coordinates (St,SZ,S3) and (s i.s i.s) with SI = s; 
= S? The element of area dO'y is given by 

dO'y =hihi ds; ds), (29) 

where h ;, hi, h) are the metric coefficients at the point of 
integration y. The metric coefficients at the point x will be 
denoted by hi, h2' h3 (without primes). 

A function u(y,t) defined only on Yx [0,(0) depends 
only on the transverse coordinate S 2' S 3 only and has the 
form u (s i ,s i ,t) . 

Letting 

j= (1I21TR)hihiu(si,S3,t-R!c), 

the operator m can be expressed in the general form 

lJtu = f J j(x(sl,sz,s3),y(si,S2,S3»)dsi ds;, 

whereSI =s; =s?· With a/an (lIh l )a;aSl' then 

m u=ff..!.. aj d£:' dt' 
n hI aS

I 
.!> Z .!> 3 

=ff [ aj +!:i aj ]dSi dSi. (30) 
an" hi any 
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Since 

aR + aR = (n
x 
-ny). (x-y) , 

anx any R 
it is seen that the indicated differentiation in expression (30) 
does not produce a higher order or worse singularity. It im
mediately follows on employing the relations 

at liaR 
-a- = - 2 .... Ji2 an

x nx " 

X [u~,t- ~) +~ Ut~,t- ~)]hih i, 
at lIaR 

any = - 2rr Ji2 any 

x[u~,t-~)+~ Ut~,t-~)]hihi 
1 ( R) ah ih i +--u y,t-- -a--' 2rrR c ny 

that 

9tnu= -mu-Wl(:: u) 

+~9t [u~ln(hihi)]. 
hI as; 

(31 ) 

Initially, the procedure for obtaining Wln u is the same as 
for obtaining 9tn u, however we require that 
u(y,t) = u(s i,s i,t) be a twice differentiable function of the 
transverse variables S i and S i . As was done for 9tu, Wlu can 
be placed in the form 

Wlu = J J t(X(SI,S2,S3),y(s;,si,si)ldsi dsi, 

where s; = Sl = s~ with 

hi hi aR 
t = 2rrR 2 hi as; 

X[u(si,si,t- ~)+ ~ ut(si,si,t- ~)], 
and then Wln u is given by 

Wlnu =JJ(~+!!..l~)dSi dsi· anx hI any 
Here the approach differs in that the integrals (with the 
point x on .Y) are replaced by the corresponding integrals 
with xeG e and followed by taking the limit as x approaches 
.Y, 

Wlnu = 11m --+--- ~ 2 ~ 3· . J f (at hI' at )d'f:' d'f:' 
xeG._xeY anx hI any 

(32) 

The limits exist and is continuous (no jump discontinuity 
across .Y as will be shown). It is immediately seen that the 
limit of the first integral is 2u, hence we have 

Wlnu - 2u = lim ( -hJ ), (33) 
s,-sY 2rr. I 

where 
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J= f f a:; {h!~i [u(si,si,t- ~) 
+ R Ut(si,si,t-~)] al/R}dsi dsi. (34) c cas; 

The above integral is evaluated in Appendix B where it is 
shown to be 

(35) 

where V} is the transverse Laplacian given by 

2 1 {a (hlh3 a) a (hlh2 a)} 
VT = hlh2h3 aS2 h"; aS2 + aS3 --,;;- aS3 . 

(36) 

Combining terms we finally have 

Wlnu=2u+ :1 9t(h;[V}-:2 !22]U). (37) 

Using the above results, the following lemma is easily 
proved. 

Lemma: Let D be an open domain in R3 containing .Y, 
and u(y,t)eC2(D) XC 2 [0,oo), and let u(y,t) = 0 for t<O. 

Then on .Y, 

2u - m ~ - ~(WlU + 9t~) an an an 

= _9t!!..l(V2u_~a2u). (38) 
hI c2 at 2 

Proof: This immediately follows upon using the rela
tions 

IV. DECOMPOSITION OF WAVES IN A HOMOGENEOUS 
AND STRATIFIED MEDIUM 

The decomposition of waves into outgoing and incom
ing waves across a closed surface .Y imbedded in a homo
geneous medium can now be defined 

u+ = ~ [u - Wlu - 9t~] , (39) 
2 an 

u-=- u+Wlu+9t- . 1 [ au] 
2 an (40) 

Lemma: If u satisfies the wave equation in a homogen
eous medium characterized by an open domain DeR3 con
taining the surface.Y, then u can be decomposed into outgo
ing waves u+ and incoming waves u-, by the relation 

u=u++u-. (41) 
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Proof: Since the decomposition given by Eq. (41) is ob
vious, the critical thing is to establish that u + is an outgoing 
wave across Y. (The corresponding result for u- is then 
similarly established.) 

Since 

au+ 
2(~ + !!n)u+ + 2m & 

2 ml"" au = (~-!!n )u - ;UHJ~ Tn 

-m~ (!!nu) -m~(m au) 
an an an 

=m[2u-91 au -~(!!nu) -~(m au)], 
an an an an 

using relations (22) and (24), it follows from identity (38) 
that because u satisfies the wave equation in a homogeneous 
medium, that 

au+ 
(~ + !!n)u+ + m an = 0, 

which is the outgoing wave condition (9), thus proving the 
required result. • 

The concept of the decomposition into outgoing and in
coming waves will be extended to a stratified medium, the 
stratification being described by a set of nested closed non
overlapping surfaces, with the velocity c being constant 
along each surface. Employing a curvilinear orthogonal co
ordinate system (S I ,S 2'S 3) the stratification will be explicitly 
specified by setting c = C(SI)' 

The extension of the incoming and outgoing wave con
cept to a stratified medium will be done in a manner similar 
to previous work, 10 namely by first thinking of the stratifica
tion as a set of thin homogeneous layers of finite thickness. 
Then the outgoing and incoming wave conditions (9) and 
( 14) and decomposition (41) is applied in each homogen
eous layer. Finally, the layers are allowed to have infinitesi
mal thickness. What this implies is that the operators m, !!n, 
91,2 will be modified for a stratified medium by requiring the 
surface Y specified by coordinate S I = S ~ (constant), in 
which case C = C(SI) (c remains constant along Y). For 
example, the operator m will be given by 

mu =-1-1 J..u(y,t-~)dO'y, xeY(SI =s?)· 
217' y R C(SI) 

Since C is still constant along Y, the identities (22) and 
(24), applied to surface integrals over Y, will still hold. The 
only change that will occur is in the normal derivative of the 
operators m and!!n. With u(y,t) being a C 2 function in an 
open region containing Y and which vanishes for t<O, the 
normal derivative of mu is easily obtained to be 

a 1 (, au) ac -(mu)=mnu+-m h l - +-a mcu, (42) 
an hi an n 

with 

mcu=-l i ut(y,t- R)H(t_ R)dO'y 
217'~ y C C 

t 1 
=-mut --m(tut ), (42') 

C C 
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and mn given by Eq. (31). In a similar manner it can be 
shown that 

a(!!nu) =!!nnU+J..!!n(h; aU)+~!!ncu, (43) 
an hi an an 

with 

!!ncu = -1-1 aR Utt (y,t - ~)H(t 
217'c3 

y any C 
~)dO' C y 

t 1 
= - !!nUt - - !!n(tut ), (43') 

C C 

and!!nn given by Eq. (37). 

V.INVERSE OPERATOR m- 1 

It was shown in the previous paperlO that the inverse 
operator m- 1 exists when Y is a plane surface, and its ex
plicit form was derived. Here we examine the question of 
existence of m -I for the general case where Y is a smooth 
closed surface. 

Since m is a compact operatorl4 mapping 
C(Y) xC[O,l1 into C(Y) X C[0,11 , all that is needed to 
be shown is that the null space ofm is empty. It immediately 
follows then m- I exists. 

A brief outline of the proof that the null space of m is 
empty, is as follows (for further details on this and some 
more general results see Ref. 14). 

Let v(x,t)eC(Y) X C[O,T] be a solution of mv = 0. 
Then set 

u(x,t) =-I-i J..v(y,t-~)H(t- R)dO'y, xeR3. 
217' y R C C 

It immediately follows that u(x,t) is a solution of the mixed 
problem in the exterior domain Ge , satisfying the wave equa
tion and the initial conditions u(x,O) Ut (x,O) = 0, xeGe , 

as well as the Dirichlet boundary condition u = 0 on Y. It 
follows II that the solution u (x,t) == 0, for xeG e' t> O. A simi
lar result can be deduced from the interior domain Gj • It thus 
follows from the jump condition [au/an]:!: = - 2v(x,t) , 
xeY, that v==O. The result is summarized as follows. 

Lemma: The null space of m is empty, and m- 1 exists. 

VI. FACTORIZATION OF THE WAVE EQUATION IN A 
STRATIFIED MEDIUM 

Here we will consider the factorization of the wave 
equation 

(44) 
u(x,O) = 0, xeD, t<O, 

for a stratified medium (stratification described by surfaces 
SI = SI(x,y,z) = const]. We will restrict ourselves to a re
gion D so that the requirement u == 0, for t<O can be imposed 
here. Thus any sources producing the wave wi1llie outside D. 
In practical applications, D would be a scattering body or a 
portion of it. 

The decomposition into incoming and outgoing waves 
given by Eqs. (39) and (40) will be expressed in vector form 
as follows: 
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[::] = T [au~an]' 
where the matrix operator T is given by 

T=~[(~-wn 
2 (~+ Wl) 

- m] m . 
The inverse of T is given by 

(45) 

(46) 

T-I-[ 1 1] (47) 
- -m-I(~+Wl) m-I(~-Wl) . 

The wave equation expressed in curvilinear coordinate 
system (SI,S2,S3) will be written in the form 

_1_ ~ (h2h3 !!!....) = DTu (48) 
hlh2h3 aSI hi aSI ' 

where 

o __ l_~_ V2 (49) 
T - C2(SI) at 2 T' 

with V~ being the transverse component of the Laplacian 
given by Eq. (36). The combination of Eq. (48) with the 
trivial identity 

1 au au 
----- = -----

results in the following system expressed in vector form: 

1 a [ u ] 
hlh2h3 aSI (h2h3/h l)(aulasl) 

[ 
0 (h2h3) -2] [ U ] (50) 

= DT 0 (h2h3/h l)(aulasl)' 
System (50) will be expressed in terms of incoming and 

outgoing waves (changing the basis), by first inverting sys
tem (45) to yield 

[ u ] _ T-I[u+] 
(lIh l ) (aulasl) - u-' (51) 

then inserting expression (51 ) into Eq. (50), performing the 
necessary differentiation, and then premultiplying the re
sulting system by the matrix 

T [hlh2h3 0] (52) 
o hi 

to obtain 

~ [u+] = w[u+] aS
I 

u- u- , (53) 

with 

W= T[hl~T 
Since it is easier to differentiate T than T - I, the second term 
of W will be rewritten using the relation 

o = ~ (IT-I) = T(aT-l) + (aT)T-I 
aSI aSl aSI 

together with the following expression for the components of 
the operator aT las l: 

(am)u = hl{mnu + ~ meU} , aS I an 
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(aWl)U = hl{WlnU + ~ WleU} , aS I an 
obtained from Eqs. (42) and ( 43) with u independent of the 
variable S I' This yields 

(aT-I) -T--
aS I 

(55) 

With the insertion of expression (55) into relation (54) 
and employment of expressions (31) and (37) for the opera
tors mn and Wln, respectively, the following simplified 
expression for W is obtained: 

w=!2[-~ m+~)]T-I 
2 ~ (~-~) 

- me] -I m T . 
e 

(56) 

By using the identities [obtained from relations (22) and 
(24) ] 

(~± ~)m-I(~ ± Wl) + ~ = m- I [ (~± Wl)2 + m~] 

= 2m-I(~ ± Wl), (57) 

(~± ~)m-I(~ ~Wl) - ~ = m-I[~ - Wl2 - m~] = 0, 
(58) 

the first term in expression (56) can be multiplied out and 
simplified to give 

W=h [-m-lm+Wl) 0 ] 
I 0 m-I(~ - Wl) 

- me] -I m T . 
e 

(59) 

It is immediately apparent that when c is a constant, w 
becomes a diagonal matrix, and the outgoing and incoming 
waves are decoupled. 

The results are collected on the following. 
Theorem: For a stratified medium where the velocity c is 

a function ofthe coordinate SI' the solution u ofthe system 
(44) can be split up into incoming waves u- [defined by Eq. 
(40)] and outgoing waves u+ [defined by Eq. (39)] and 
these components are related through the system 

~[u+]=h[-m-I(~+Wl) 0 ][u+] 
aSl u- I 0 m-I(~ - Wl) u-

e T- I • - m ] [u+] 
me u- (60) 

System (60) is the sought for result in this paper. It 
clearly demonstrates that the wave splitting concept can be 
extended to nonplanar stratified medium. 

To complete the analysis, the form of the reflection op
erator 59 that relates the outgoing wave to the incoming 
wave u - by the relation u + = 59 u -, and the equation satis
fied by the kernel of the integral operator 59, need to be 
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established. For the one-dimensional problem, the form of 
the reflection operator is given in terms of a simple convolu
tion. However, for the planar stratified case developed in the 
previous paper,10 it took on a more complex form involving 
an operator and a convolution. This indicates that it would 
be easier to ascertain the form of the reflection operator for 
some special cases, and then generalize the results to a gen
eral stratified medium. Thus before investigating the general 
case, it would be more prudent to examine system (60) for 
the cases of spherical or circular cylindrical geometry. In
verse problems involving spherical or cylindrical stratified 

medium can be reduced to one spatial-dimensional problem 
when the scattered field is measured over a spherical or cy
lindrical surface. Because this restricted class of problems is 
of interest the associated reduced form of the wave splitting 
will be presented here. This is given in the next section with 
emphasis on the more difficult case of the circular cylindri
cal geometry. 

VII. REDUCTION TO ONE-SPATIAL DIMENSION 

For the case where the stratified surfaces have the prop
erty that (a lasl )ln(h2h3) and hi are independent of S2 and 
S3' the multidimensional problem is reducible to a one-di
mensional spatial problem. The stated conditions imply that 
the surface Y(SI = const) has constant mean curvature 
and that the coordinate curves orthogonal to it are straight. 
Two such systems that have this property are (i) the spheri
cal polar coordinate system (p,O,¢,), and (ii) the cylindrical 
polar coordinate system (P,O,x3)' where in both cases 

SI=P· 
By noting that the above conditions have the explicit 

form 

(61) 

the reduction to the one-dimensional problem is obtained by 
multiplying Eq. (44) by lI/(sl) and integrating over the 
surface Y, yielding 

1 a (/ av) 1 a
2
v 

-- -- =-2----2 ' 
hdasl hi aSI c (SI) at 

(62) 

where 

v=®u, (63) 

with the operator ® defined by 

®u = L" U(SI,S2,S3,t)g(52,S3)d52 d53' (64) 

For the spherical polar case (where SI =p, hi = 1, 
/ = p2), the factorization ofEq. (62) can be obtained direct
ly by setting v(p,t) = w(p,t)lp thus reducing Eq. (62) to a 
one-dimensional wave equation involving w(p,t) for which 
the factorization is well established. 1,2 Of more interest then 
is the case of cylindrical polar coordinates (where 51 = p, 
hi = 1,J = p). The corresponding factorization for cylindri
cal polar coordinates (P,O,x3) is obtained from Eq, (60) by 
operating on both components of this system with the opera
tor ®. To get the appropriate form for the factorization, we 
need to examine the expressions of®mu, ®Wlu, ®m-Iu, etc. 

Rewriting expression for the operator m in the form 
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mu[x,t] =cJ i"" l5(c(t-s) -R) u(y,s)dO'y ds, 
.Y 0 21TR 

where R = Ix - yl with x and y being points on the surface 
Y (p = const) and dO'y = p dOy dY3' it is seen that with 
g= 1 in expression (64) that 

emu = i ("" {i cl5(c(t - s) - R) dO'x} u(y,s) dO'y ds. 
.Y Jo.Y 21TR P 

It is shown in Appendix C that 

i c l5(ct - R) dO'x = k(p,t)H(t), 
.Y 21TR 

where 

k t _ {(2c/1T)K({;), O<t < 2p1c, 
(p, ) - (4pI1Tt)K(lI{;), 2plc<t, 

with 

{; = (ct 12p), 

(65) 

(66) 

(67) 

and K ({;) is the complete (Legendre) ellipticintegral of the 
first kindl6

: 

il 1 
K({;) = d1/. 

o ~ (1 - 1/
2

) (1 - {; 21/2 ) 
(68) 

It follows then that 
A 

®mu=m®u, (69) 

where 

A i' mv = 0 k(p,t - s)v(P,s)ds. (70) 

Note that the kernel k(p,t) has a logarithmic singularity 
when ct = 2p. A 

The inverse of the operator m can be easily obtained for 
the time O<t < 2p1c by differentiating the equation 

mv = w, 

with t to give 

1'1 law 
v(p,t) + - k, (p,t - s)v(p,s)ds = - - . 

o C c at 

Since this constitutes a Volterra integral equation of the sec
ond kind with continuous kernel (0<.t<2plc), it can be 
solved by iterations to yield 

v=(l+~)-I~aW 
c at 

= i (_1)n(~)n~ aw, O<t<l£.., 
n=O C at c 

where 

A 1'1 ~v = - k, (p,t - s)v(p,s)ds. 
o c 

Thus it follows that 

(71) 

m-I=(I+~)-I~i., O<t<l£... (72) 
c at c 

The form of the operator ® m -I can now be obtained by 
operating on both sides of the identity m m-Iu = u with ®, 
employing relation (69) to give m ® m-1u = ®u, and final-

A 

ly inverting to obtain ® m-Iu = m-I®u. This yields the re-
lation 
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(73) 

The evaluation of6!In follows the same way as for 6!1t. 
From Eq. (11), 6!Inu can be written in the form 

6!Inu= L,L"" {m2 (p,t-S)U(Y,s) 

1 } 1 + - m1 (p,t - s)us (y,s) - ds duy, 
C P 

(74) 

where 

C lIaR mj(p,t) =- -. --8(ct-R)dux, j= 1,2, 
21T .Y RJ any 

(75) 

which are evaluated in Appendix C [see Eqs. (C3) and 
(C4)]. Using these results Eq. (74) can be expressed in the 
following: 

6!Inu = f m 2 (p,t - s) [v(p,s) + (t - s)vs (p,s) ]ds, 

(76) 

where 

v = 6u. (77) 

For the class of functions u(y,t) such that u(y,O) = 0, 
expression (76) can be integrated by parts to give 

A r 
6!Inu =!Inv = Jo m(p,t - s)v(p,s)ds, (78) 

where 

a 
m(p,t) = 2m2 (p,t) + t - m 2 (p,t). 

at 

This is evaluated in Appendix C as 

m(p,t) = (c/1Tp)[K(b') + b'K'(b')]' 0<.t<2p!c, (79) 

with b' given by Eq. (67). 
Finally, the operators 6!1te and 6!Ine can be obtained. 

From Eqs. (42'), (69), (70) it follows that 

6!1t
e
u = r (t - s) k(p,t - s)vs (p,s)ds, 

Jo C 

which, on integrating by parts, yields for functions u (y,t) 
that vanish at t = 0, 

A 

6!1te u = (2p!c)!Inv, O,t<2p/c, 

where v is related to u by Eq. (77). This implies then that 

6!1te = (2p!c)m6. (80) 

The following additional result follows from Eqs. (43') and 
(78): 

A 

6!Ine = !Ine 6, 

where 

mev = ~ r' {m(p,t - s) 
c Jo 

(81) 

+ (t-s)m,(p,t-s)}v(p,s)ds, (82) 

for O,t < 2p!c. 
The factorization of the reduced form of the wave equa

tion [Eq. (62)] in cylindrical polar coordinates can now be 
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obtained directly by operating on components of system 
(60) with 6. Setting 

(83) 

the resulting factorized equations are 

~ [v+] = [_m-l(~ +m) A 0 A ][v+] 
ap v- 0 !1t-l(~ -!In) v-

-:H::] , (84) 

where 
A AA. ;... 

m: = -!Inc + (2p!C)!In!1t-l(~ + !In), 
A AA. A 

18 = -!Inc - (2p/C)!In!1t-l(~ - !In). 

The splitting given by Eq. (84) is extremely useful for 
inverse problems involving cylindrical geometry (even when 
the incident wave is produced by a point source). What is 
needed is the form of the reflection operator relating the 
outgoing wave to the incoming wave, and the equation for 
the kernel of the reflection operator. This will be done in a 
subsequent paper where in addition the reflection operator 
will be employed to solve a class of inverse problems. 
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APPENDIX A: ALTERNATIVE EXPRESSION FOR 
.\3w[x,t] 

To obtain an alternative form for.\3, the integral Q [giv
en by Eq. (13')] will be written in the form 

Q =l H(t*)(n 'V )[W(Y,t*)]du (AI) 
.Y y x 21TR y' 

where t* = t - R!c. (A2) 
With w(x,t) a twice differentiable function such that 

w(y,O) = w, (y,O) = 0, it can be shown that for XEG., 

VxQ=l H(t*)(ny.vx)Vx[W(y,t*)] duy • 
.Y 21TR 

(A3) 

This is reduced using the identity 

(n 'V )V [W(y,t*)] 
y x x R 

=n V 2 [W(y,t*)] _ V x(n xV [W(y,t*)]) yx R x y x R ' 
(A4) 

and the fact that the first term on the right-hand side ofEq. 
(A4) is nywtt (y,t*)/(c2R) whereas the second term takes 
the form 

vxx{nyxvy[W(~*)] - ~ ny x[vyw(y,1')].-=t.}. 

These are combined with expression (A4) and the resulting 
expression is inserted into the integrand of Eq. (A3). Using 
Stoke's theorem (over the closed surface Y) to eliminate 
one of the terms, the resulting expression for V x Q becomes 
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-i B(t*) * VxQ - ---2 nyWtt(y,t )d(Ty 
y 21TRc 

i BU*) 
- Vx X ---ny X [VyW(y,T) L.=t. d(Ty' 

y 21TR 
(A5) 

Then taking the limit as xeGe -+xeY', it follows from 
Eqs. (13) and (A5) that 

~w[x,t] = r BU*; no'nywtt(y,t*)d(Ty -no'Vx Jy 21TRc 

I BU*) 
X ---nyX [VyW(y,T)]r=t. d(Ty' 

y 21TR 
(A6) 

The second term involves the tangential derivatives of a 
single layer potential that is continuous across Y'. This can 
be reduced further by an approach similar to that used by 
Gunter. 13 

APPENDIX B: EVALUATION OF THE INTEGRAL J 

From Eq. (34) the integral J can be expressed in the 
form 

J = ff~[ h ih 3 (a lIR)]ds ' ds ' 
as; x h; as; 2 3' 

(Bl) 

where 

The integral expression for J can be reduced to 

ff{ ~(hih3allR)+hih3 X as; h; as; h; 

X! (:;; r:2 Utt(S~'S3,t- ~)}dS2 ds 3• (B3) 

With the point xeGe , we have V2(1IR) = 0, yielding the 
relation 

(B4) 

where 

h'h'h,v2 _____ 1_3 __ + ____ 1_2 __ a 
(
h'h' a) a (h'h' a) 

123 T- asi hi asi as) hi aS 3 . 

Employing expansion (B4), the first integral in the integral 
(B3) can be integrated by parts twice yielding 

(B5) 

There is no contribution from the end points since the 
surface Y is closed. 

It can be shown by differentiation that 
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V}X = {V}U(Y,T) 

_ ± (h., aR )2 1 a
2
u (yr)} 

;=2 I as; ar' T'=t-Rlc 

+~V}Ut(S2,S3,t-~). (B6) 

Using the relation 

± (~ aR, )2 = IVyR 12 = 1, (B7) 
;=1 hi as; 

it immediately follows that expression (B5) reduces to 

fI h; { 2 J= - y R VTu(y,r) 

1 a2
u } - ---::2 (y,T) d(Ty' aT ,. t-Rlc 

(BS) 

One can immediately take the limit as xeGe -+xeY', i.e., 

Sl-+S~' 

APPENDIX C: EVALUATIONS OF KERNELS k(p,t), m(p,t) 

The kernel k(p,t) has the form [Eq. (65)], 

k(p,t) I D(ct - R) d c (Tx, 
y 21TR 

where the integral is over the cylindrical surface p = const, 
with R the distance between two points x and y on the sur
face. Choose the coordinate system so thaty has cylindrical 
coordinates (p,O,O) and x cylindrical coordinates (p,B,x3 ), 

R 2 = x~ + 2p2(1 - cos B). Thus settingp(B) = 2p sin(B 1 
2), one obtains 

k(p,t) 2c iTT i oo 

D(ct - R) P dX3 dB 
1T 0 0 R 

= 2pc iTTi"" DCct -R) dR dB 
1T 0 pUJ) ~R 2 _ p(B)2 

2pc[ B(ct-p(B») dB. 

1T 0 ~ (ct)2 _ p(B)2 

Set; = ct 12p, sin(B 12) = ;17, then 

k(p,t) 2c illt B(ct(1 - 17») d7J 
1T 0 ~ (1 _ 172) (1 _ ; 2172) . 

This can be expressed in terms of the complete (Legendre) 
elliptic integral of the first kind 16 

K(;) 

as follows: 

k(p,t) {
(2cI1T)K(;), O<.t<.2plc, 

(4pl1Tt)K(1I;), 2p/c<t. 
(Cl) 

The evaluation ofmj (p,t),j = 1,2 from Eq. (75) follows the 
same way as for k(p,t). Note that in cylindrical coordinates 
the extra factor in the integrand becomes 

__ aR = ny'(y x) =p(1-cosB) 
Rj-I any Rj Ri 

Thus the expressions for mj (p,t) can be reduced to 
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( ) 
C 11/

' H (ct( 1 - T]) )T]2 
m 2 p,t = - dT], 

1Tp 0 .J (1 - T]2)( 1 - t 2T]2) 
(e2) 

m I (p,t) = ctm2 (p,t). (e3) 

The integral on the right-hand side of Eq. (e2) is just the 
elliptic integral l6 D(t) when t < 1 and t -3D(lIt) when 
t > 1. These in tum can be expressed in terms of the elliptic 
integral K and its derivative, giving 

m2(p,t) =~ [K(t) + (t-lIt)K'(t)], O<.t<2plc, 
1Tp 

= ~t -3[K(lIt) + (lit - t)K'(lIt)], 
1Tp 

(e4) 

2p/c<t. (e5) 

For O<t < 2plc, it follows that 

a 
m(p,t) = 2m2(p,t) + t- m2(P,t) at 

= (CI1Tp)[ (t 2 - I)K" + (4b - lIt)K' + 2K]. 

Using the second-order differential equation satisfied by K 
(represented by a hypergeometric function), this reduces to 

(e6) 
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Dirac's theory of constraints is used to derive the Hamiltonian structure of the modified and 
fifth-order Korteweg-de Vries equations. A transformation to "physical" variables is 
performed on the canonical structure and is shown to be equivalent to the Dirac bracket. 

I. INTRODUCTION 

Hamiltonian descriptions of nonlinear hydrodynamics 
have received considerable attention in the literature in re
cent years. 1

,2 This is primarily due to the realization that 
canonical variables are not essential for a Hamiltonian de
scription. In conventional or canonical Hamiltonian forma
lisms, the vector space of functions in the Poisson bracket 
(PB) comprise a Lie algebra. Furthermore, the equations of 
motion are given by the Liouville equation, which conserves 
the density in the canonical phase space. 

It is, however, possible to construct PB's in terms of 
physical variables (which are not canonical) which also sat
isfy the Lie algebra axioms of antisymmetry and the Jacobi 
identity. The equations of motion are still derived from a 
Liouville equation in "physical" space. As distinct from the 
canonical PB, the cosymplectic tensor is no longer constant, 
but depends on the physical variables. 

It is difficult to ascertain who introduced these general
izations first, since it appears that generalized Hamiltonian 
descriptions of this kind were developed independently by 
Birkoff/ Born and Infeld,4 Paulj,5 and Martin.6 Without 
doubt, however, the "resurgence" in generalized Hamilto
nian descriptions, particularly in field theory, is primarily 
due to Gardner7 and Morrison.s 

Gardner, using a decomposition of the field into normal 
modes, derived the generalized Poisson bracket (GPB) for 
the Korteweg-de Vries (KdV) equation, which describes 
weakly nonlinear dispersive waves for a variety of systems.9 

This then led to interest in the Hamiltonian structure of oth
er integrable nonlinear evolution equations. In particular it 
provided a basis for the work by Fadeev and ZakharovlO who 
show that canonical transformations of the action-angle 
type, for the Hamiltonian structure, gives the scattering data 
in the inverse scattering transform method. 11 

Morrisons presented the GPB for the Maxwell-Vlasov 
system, while Morrison and Greene12 presented the GPB for 
magnetohydrodynamics. Since this work, most other plas
ma hydrodynamic models have been cast into GPB form. 
The various approaches used to derive these GPB's may be 
found in Ref. 1. There are essentially three approaches. The 
firstS proceeds by guesswork but it is clear that the Jacobi 
identity must be verified. The second13 proceeds by group 
theoretic methods which uses the moment mapping of coad
joint group actions of a particular Lie group, which is the 
configuration space for the system. The third method 14 is via 
a direct change of representation from a Hamiltonian system 

to a noncanonical system. In this latter approach, the ca
nonical variables are replaced by the physical variables of the 
system. We call this approach the direct approach and it 
provides a straightforward procedure to derive the GPB for 
systems that possess a canonical Hamiltonian structure. For 
the KdV equation and its generalizations, this procedure is 
not so easy, since the Lagrangian for these equations is singu
lar, and thus invalidates the usual Legendre transformation 
procedure for going from a Lagrangian to a Hamiltonian 
form. This singular behavior implies la 2L laqiqj I = 0, where 
L is the Lagrangian density and the qi are the generalized 
coordinates. 

Dirac15 was the first to consider how canonical Hamil
tonian formalisms are modified for singular Lagrangian sys
tems. The basic motivation was for quantization and is very 
important in the canonical quantization approaches to grav
ity16 and relativistic action at a distance theories. 17 The basic 
idea behind Dirac's mechanics is to introduce mUltipliers 
into the Hamiltonian (which includes the usual canonical 
part). These mUltipliers imply the existence of constraints 
among the canonical momenta. By requiring that the con
straints be preserved in time, the Lagrange multipliers may 
be determined and used in the Hamiltonian. However, at this 
stage, the constraints cannot be used in the PB until equa
tions of motion have been determined. Dirac introduced a 
new bracket, the Dirac bracket (which is in fact a GPB), 
that avoids this restriction and reduces the problem to the 
physically relevant degrees of freedom. Such a construction 
is necessary for a quantization procedure. 

Nutku18 has used the Dirac procedure to derive the 
Hamiltonian for the KdV equation. He did not, however, 
discuss the Hamiltonian structure of the KdVequation. This 
has recently been done by Lund19 and by Bergvelt and De 
Kerf.20 In this paper we will use the Dirac theory of con
straints and derive the Hamiltonian structure for the modi
fied KdV equation and the next member in the KdV hierar
chy, the fifth-order KdV equation. This is accomplished in 
two ways. First, we derive the Hamiltonian structure from 
the Dirac bracket. Second, as an alternative method, we de
rived the same results by the direct approach and without the 
need of the Dirac bracket. 

II. DERIVATION OF THE HAMILTONIAN 

The modified KdV equation is given by9 

Ut + 6u2ux + U3x = 0 , (1) 
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and may be derived from the variational principle 

M=O, 1= f.Y dxdt. 

The Lagrangian density .Y is given by 

.Y = !tPt tPx + !tP~ - !tP!x , 

(2) 

(3) 

where we have defined U = tPx. It is clear that the canonical 
momenta is 

(4) 

so we cannot express the field tP in terms of the momenta. 
Equation (5) is therefore a constraint on the system, so to 
derive a canonical Hamiltonian structure we have to use the 
Dirac theory of constraints. 15

•
21 The Hamiltonian density 

K defined by H = f K dx, is 

K = P.p tPt - .Y = - !u4 +! u; . 

The fifth-order KdV equation is22 

(5) 

Ut + 30u2ux + lOuu3x + 20ux Uxx + U SX = O. (6) 

This equation may be seen to follow from a Lagrangian den
sity given by 

.Y ! tPt tPx + ~ tP~ + ! tP~x - 5tPx tP!x . (7) 

The canonical momenta is again given by Eq. (4), while the 
Hamiltonian density is clearly 

(8) 

III. CONSTRUCTION OF THE DIRAC BRACKET 

In the Dirac procedure, every first or second class con
straint introduces a Lagrange multiplier Xi into K via 

r 

KD =K+ LXi Ci , (9) 
i=1 

where r is the number of constraints while the Ci's are the 
constraints such as Eq. (4). In our case we have 

C1 =P.p - !tPx . 

Preservation of constraints imply 

Ci = {C;,K} = 0, 

where 

( 10) 

(11) 

{A .B} = f(t5A t5B _ t5A t5B)dX, (12) 
t5tP t5p.p t5p.p t5tP 

allows the determination of the X;'s. To derive Eqs. (I) and 
(6) from Hamilton's equations requires the use ofEqs. (9) 
and (12), but we cannot use the constraint equations, such 
as Eq. (10), until the Poisson bracket operation is per
formed. On the other hand, to use the simpler canonical 
Hamiltonian density K, we have to replace Eq. (12) by 

{A,B}* {A.B}- fdwdV{A,Cm}D;,/{Cn.B}, (13) 

where D mn 1 is defined via 

f dy D ;n1(x,y)Dnt (y,z) = t5mtt5(x - z) (14) 

and 
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Dmn = {Cm,Cn} . 

For the modified KdV equation we have 

a Dll = --t5(x -y), 
ax 

so Eq. (14) implies 

D 11
1 = -!E(w-v), 

where e(x) =sgn(x). Equation (13) is then 

{A(v).B(v)}* = fdx'~~~' 
t5u(x') ax t5u(x') 

(15) 

(16) 

(17) 

which is the desired noncanonical Poisson bracket. The 
equation of motion for u is 

_ { ='}* _ a 15K 
Ut - U,t7l -- , 

ax au(x) 
(18) 

where K is given by Eq. (5). Since the constraints are the 
same for the fifth-order KdV equation, Eq. (6) follows from 
Eq. (18) where K is now given by Eq. (8). 

IV. THE DIRECT APPROACH 

Let us recall a few basic notions from Hamiltonian me
chanics.23 If we denote the canonical variables Pi and 
q; (i = 1, ... ,k) for some dynamical system by #, where 
'" = 1,2, ... ,2k, then the Poisson bracket may be written as 

(19) 

where e"'V is the antisymmetric tensor. If A and B are trans
formed into A ' and B' by # -zP- then 

A '(z) =A(lV), B'(z) =B(lV), 

so Eq. (19) becomes 

{A (z).B(z)} = 1fV(z) aA aB , 
azP- azv 

(20) 

where the cosymplectic form 1fv is no longer constant and is 
given by 

1fV(z) ={zP-,zv} . 

More generally, for functionals of P and q, Eq. (20) becomes 

J t5A t5B {A(a),B(a)} = dxdx'--Oij , (21) 
t5ai (x) t5aj (x) 

with 

Oij={a;(x),aJ(x')}. (22) 

If A(a) = ai (x), the evolution ofthe a's is given by 

iti = L fdX' Oij(x,x') 15K, , (23) 
J t5aj (x) 

since t5a;lt5ai (r') = ti(r - r'). We wish to consider the 
transformation from (tP,p"') ..... (tPx,p",). 

The only nonzero element in Oij is {tPx ,p",} and is given 
by 

(24) 

Using u = tPx and K given by Eq. (5) or Eq. (8), Eq. (23) 
becomes 
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u = {u,K}, 

where 

{A,B} = Jc5A ~ c5B dx, 
c5u ax c5u 

which is just the Dirac bracket we calculated before. It is 
clear that Eq. (24) is nothing other than DIl . 

v. CONCLUSION 

In this paper we have derived the Hamiltonian structure 
for the modified KdV equation and the fifth-order KdV 
equation by two methods. First, the Dirac theory of con
straints was used from which we calculated the Dirac 
bracket. This noncanonical, or generalized, Poisson bracket 
was shown explicitly to be the bracket that would be ob
tained by a simple variable change from the more conven
tional canonical Poisson bracket. 
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A new integrable nonlinear integrodifferential equation (NIDE) is proposed. This equation 
may be interpreted as a model equation for deep-water waves. The N-periodic and N-soliton 
solutions for the equation are constructed by means of the bilinear transformation method. 
These solutions have the same structure as that for the Benjamin-Ono equation which 
describes internal waves in stratified fluids of great depth. Furthermore, it is shown that the 
motion ofthe positions of the poles of solutions is related to certain solvable finite-dimensional 
dynamical systems described by first-order nonlinear ordinary differential equations. The 
discussion is also made on a more general NIDE that may be interpreted as a model equation 
describing nonlinear waves in fluids of finite depth. 

I. INTRODUCTION 

Recently, much attention has been paid to integrable 
nonlinear integroditferential equations (NIDE's) of both 
physical and mathematical interests such as the Benjamin
Ono (BO) equation,I-5 the intermediate long wave (ILW) 
equation,6.s the sine-Hilbert equation,9-11 and some other 
related NIDE's.9.12.13 In this paper, we shall propose a new 
NIDE that exhibits exact N·periodic wave and N-soliton so
lutions. The equation that we consider here reads 

u, - Hu,x - uu, + U X L"" u, dx + Ux = 0, u = u(x,t), 

( 1.1a) 

with 

Hu(x,t) =~pf"" u(y,t) dy, 
1T -"" y-x 

(1.1b) 

where the operator H is the Hilbert transform [the symbol P 
in (1.1 b) stands for the Cauchy principal value] and the 
abbreviationsu, =aulat,ux = aulax, and u,x =a 2ulatax 
have been used. Equation (1.1) includes both the definite 
and indefinite integrals and in this respect Eq. (1.1) is quite 
different from the known NIDE's mentioned above. We 
note that Eq. (1.1) is reduced to the following model equa
tion for shallow water waves introduced by Hirota and Sat
sumal4: 

u, - u,xx - uu, + UX L"" u, dx + Ux = 0, (1.2) 

provided that the H operator is replaced formally by an x 
derivative. Mathematically, this formal derivation is entirely 
analogous to that of the Korteweg-de Vries (KdV) equation 
from the BO equation. Physically, a new NIDE (1.1) may 
be interpreted as a model equation that describes nonlinear 
waves in fluids of great depth. 

In Sec. II, we analyze Eq. (1.1) by means of the well
known bilinear transformation method l5.16 and construct 
the N-periodic wave and N-soliton solutions. The latter solu
tions stem quite naturally from the long-wave limit of the 
former solutions. The initial value problem for a linearized 
version of Eq. (1.1) is also solved exactly in the last part of 

this section. In Sec. III, it is shown that the motion of the 
poles of solutions presented in Sec. II is closely related to 
certain solvable finite-dimensional dynamical systems de
scribed by first-order ordinary differential equations. It then 
follows from the integrability of Eq. (1.1) that solutions for 
the dynamical systems are determined by solving algebraiC 
equations of order N. This remarkable fact implies an aspect 
of the integrability of the dynamical systems related to Eq. 
(1.1). In Sec. IV, we generalize Eq. (1.1) to a more general 
NIDE that is reduced to Eq. (1.1) and Eq. (1.2) in the deep
water and shallow-water limits, respectively. This equation 
may describe relevantly nonlinear waves in fluids of finite 
depth. The N-soliton and some rational solutions for the gen
eralized NIDE are presented and subsequently we show that 
the NIDE is related to a solvable finite-dimensional dynami
cal system. In addition, the two limiting procedures, namely 
the deep-water and shallow-water limits, are taken for both 
solutions and a dynamical system obtained here. The results 
are consistent with corresponding solutions and a related 
dynamical system for Eq. (1.1), in the deep-water limit and 
those for Eq. (1.2), in the shallow-water limit, respectively. 

Section V is devoted to the conclusion. 

II. EXACT SOLUTIONS 

A. N-periodlc wave solution 

First, we focus our attention on a real and finite period
ic-wave solution of Eq. (1.1) and seek it in the form 

u = i ~ In (/+), 1 ± =1 ± (x,t), (2.1) 
ax 1-

where 1+ (/-) is a complex analytic function with zeros 
lying only in the lower (upper) half complex x plane. The 
dependent variable transformation (2.1) is the same as that 
used for the B01

•
2 and the IL W6.7 equations. It then follows 

by using the property of the H operator that 

a 
Hu = - ax In(/+I_). (2.2) 

Now, substituting (2.1) and (2.2) into Eq. (1.1) and inte
grating once with respect to x, Eq. (1.1) is transformed into 
the following bilinear equation for 1+ and 1-: 
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(2.3) 

where the integration constant has been taken to be zero and 
the bilinear operators D, and D x are defined by the relation 

D~D':I+'f_ 

(a a )"( a a )m 
= at - &- ax - ax' 

X/+ (x,t) f_(x',t ') I;::; (n,m = 0,1, ... ). (2.4) 

Applying the standard procedure in the bilinear trans
formation methodls,I6 to Eq. (2.3), we have found the fol
lowing N-periodic wave solution of Eq. (1.1): 

u= - f kj+i~ln(f+), (2.5a) 
j=1 ax I-

f- = L exp[.f J.l/iSj + (h) + }!. J.ljJ.l/Aj/] , (2.5b) 
1'=0,1 J= I J<'/ 

1+ =f*- (*: complex conjugate), (2.5c) 

Sj =kj(x-ajt-xoj ) +sjD> (j= 1,2, ... ,N), (2.5d) 

aj = (l-kj coth<,6j)-I, <,6/kj >O (j= 1,2, ... ,N), 
(2.5e) 

(2.5f) 

Here, 1:1' = 0,1 denotes the summation over all possible com
binations ofJ.l1 = 0,1,J.l2 = O,l, ... ,J.lN = 0,1, 1:J~] means the 
summation under the conditionj < I and kJ, <,6j' XOj , and S JO) 
(j = 1,2, ... ,N) are real constants. 

For N = I, the solution (2.5) is written explicitly in the 
form 

(2.6) 

which represents a real and finite one-periodic wave solution 
of Eq. (1.1). Except for the phase velocity a I' the functional 
form of (2.6) coincides with the periodic solution of the BO 
equation presented by Benjaminl7 and Ono. 18 Note that in 
the BO case, a l = kl coth <,61' 

B. N-sollton solution 

The N-soliton solution is easily constructed by taking 
the long-wave limit of the N-periodic wave solution (2.5). 
To show this, we set in (2.5d), 

S 5°) = 1T (j = 1,2, ... ,N), (2.7) 

and take the long-wave limit k j -+0 (j = 1,2, ... ,N) with the 
phase velocities aJ (j = 1,2, ... ,N) keeping finite values. It 
then turns out that 

A
J
./ = 2(aj +a/)aja/ k.k/ +O(e). (2.8) 

(a
j 

_ a
t

)2 J J 

Introducing the expansion (2.8) into (2.5b), one finds, in 
the long-wave limit, the explicit expression of the N-soliton 
solution of Eq. (1.1) as follows: 

u = i ! In(j*), (2.9a) 
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f=detM. (2.9b) 

Here, M is an N XN matrix whose elements are given by 

{
i(X - ajt - XOj ) + a/(aj - 1), forj = k, 

Mjk = [2 ] 1/2/ fi' (2.9c) (aj +ak)ajak (aj -ak ), orJ=l-k, 

and the phase velocities are restricted by the conditions 
aj > 1 and aj =l-ak forj=l-k (j, k = 1,2, ... ,N). It is interesting 
to note that the N-soliton solution of the BO equation 

u, + 2uux + Huxx = 0, 

is expressed in the forml,I6 

u = i ! In( j*) , 
i= detif, 

with an N XN matrix if given by 

_ {i(X - ai - feOj ) + Vaj' 

~k = 2/(iij - Ok)' forj=l-k, 

forj= k, 

(2.10) 

(2.lla) 

(2.11b) 

(2.l1c) 

where iij (j = 1,2, ... ,N) are positive constants such that 
aj =l-iik for fl=k and feOj (j = 1,2, ... ,N) are arbitrary phase 
constants. Therefore we see that the N-soliton solution of 
Eq. (1.1) has the same structure as that of the BO equation. 

The one-soliton solution is readily derived from (2.9) 
with N = 1. It takes a Lorentzian profile as 

2b l u=----...!...---
(x-a l t-xOl)2+bi 

The amplitude and the velocity of the soliton (2.12) are giv
en, respectively, by 2(a 1 - 1 )/a l and a 1• Hence one can ob
serve that the amplitude approaches a constant value 2 in
definitely when the velocity becomes large while it 
approaches zero in the limit of al -+ 1. Asymptotic behavior 
of the N-soliton solution (2.9) for large time is easily ob
tained following the same argument as that for the BO 
case. 1,16 The result is expressed simply as a superposition of 
N independent algebraic solitons as follows: 

~ 2bj 
u - ~ 
t~±"'j=1 (x-aj t-xoj )2+bJ 

[bj = a/ (aj - 1), aj > 1] . (2.13 ) 

This asymptotic expression shows that no phase shift ap
pears as the result of collisions of solitons in contrast to colli
sions that take place between the KdV solitons. Thus we 
have presented the second example of the one space-dimen
sional algebraic N-soliton solution that is real and finite over 
all x and t. The first example is, of course, that of the BO 
equation. 1 

C. Solution for a linearized equation 

Here, we consider the initial value problem for a linear
ized version of Eq. (1.1), namely 

(2.14 ) 

with the boundary condition u(x,t) -+0 as JxJ-+ 00. Ifu(x,t) 
is represented in the form of the Fourier transform 

u(x,t) = f"", v(k)exp[i(kx - (i)t) ]dk, (2.15 ) 
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we obtain the dispersion relation 

(() = k/(1 + Ik 1>, 
with the aid of the formula 

-p -dX=I-. 1 foo e
ikx 

• k 
11' - 00 x Ik I 

(2.16) 

(2.17) 

It is interesting to note that for small k, (2.16) behaves like 

(() = k - k Ik 1+ O(k 3
). (2.18) 

Ifwe retain only up to the second term in the expansion, the 
expression (2.18) coincides perfectly with the dispersion re
lation of the following linearized BO equation 

U t +ux +Huxx =0. (2.19) 

This fact may suggest the suitability for interpreting Eq. 
(1.1) as a model equation which describes nonlinear wave 
propagations in fluids of great depth. In comparison with the 
dispersion relation of Eq. (2.19), Eq. (2.16) is well behaved 
for a wide range of the values of k, in particular for large k 
and hence Eq. ( 1.1 ) may be more relevant than the BO equa
tion itself as a model equation for deep-water waves. 

Now, the unknown function v(k) appeared in (2.15) is 
determined from the initial value u(x,O) as 

v(k) = - u (x,O)e -,kx dx. 1 foo . 
211' - 00 

(2.20) 

Substituting (2.16) and (2.20) into (2.15), we obtain a gen
eral solution ofEq. (2.14) as follows: 

u(x,t) =- u(y,O) 1 foo foo 
211' - 00 - 00 

Xexp{i[k(x - y) - (1 + Ik I )-Ikt ]}dk dy. 
(2.21 ) 

To investigate asymptotic behaviors of (2.21) for large 
time is an interesting problem. But we shall not be concerned 
with this problem here and the details will be reported else
where. 

III. DYNAMICAL SYSTEMS RELATED TO Ea. (1.1) 

In this section, we consider the dynamical systems relat
ed to Eq. (1.1). The relationships between integrable nonlin
ear evolution equations and solvable finite-dimensional dy
namical systems have been studied extensively by many 
authors. 19-23 The basic idea due to Kruskal19 is to investigate 
the time evolution of the positions of the poles of solutions of 
nonlinear evolution equations. In the following, we show 
that Eq. (1.1) is related to certain solvable finite-dimension
al dynamical systems. The periodic and nonperiodic dynam
ical systems are treated separately. 

A. Periodic dynamical system 

We first consider the periodic dynamical system. As 
easily seen from (2.5a)-(2.5c), it is possible to express the 
periodic wave solution (2.5) with kj = k (j = 1,2, ... ,N) in 
the form 

(3.1a) 

(3.1b) 
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(3.1c) 

where Xj (j = 1,2, ... ,N) are complex functions of t whose 
imaginary parts are all positive, i.e., 1m Xj > 0 andxj #Xk for 
j#k (j,k = 1,2, ... ,N). The functions Xj represent positions 
of the complex poles of the periodic-wave solution (2.5) 
with kj = k (j = 1,2, ... ,N). In order to find the time evolu
tionofxj , we substitute (3.1) intoEq. (2.3), use the trigono
metric identity 

cot A cot B = - 1 - (cotA - cot B)cot(A - B), (3.2) 

and then equate the coefficient of cot [k(x - Xj )/2] zero. 
The resultant equations for Xj are written in the form 

. . k N • • [ k(xj - Xl) ] 
Xj = 1-1- L (Xj +XI)cot 

2 1=1 2 
(/ ""}) 

k N [k(X.-Xr)] + i - L (Xj + xncot -...::.'---
2 1=1 2 

(j = 1,2, ... ,N), (3.3) 

where the dot appended to Xj and XI means the time differen
tiation. One can also obtain from the coefficient of 
cot [ k (x - xj) /2] the complex conjugate expressions of 
Eqs. (3.3). For N = 1, Eq. (3.3) reads 

(3.4) 

and this equation is readily integrated to yield the solution 

XI = (1 - k coth ¢1) -It + XOI + i¢l/k. (3.5) 

Substituting (3.5) into (3.1), we recover the one-periodic 
wave solution (2.6). For general N, on the other hand, Eqs. 
(3.3) and their complex conjugate expressions constitute the 
system of 2N algebraic equations for x} and xj 
(j = 1,2, ... ,N) and hence it is possible by using Cramer's 
formula to express these variables in terms of Xn and x: 
(n = 1,2, ... ,N) in the form 

Xj = Fj (j = 1,2, ... ,N), (3.6) 

together with their complex conjugate expressions, where 
the Fj are uniquely determined functions of Xn and x: 
(n = 1,2, ... ,N). The explicit functional forms of Fj will not 
be written here. The system of equations (3.6) consists of 
quite complicated first-order nonlinear ordinary differential 
equations and hence it could not be solved analytically in 
general. Nevertheless, in the present situation, one can ob
tain explicit periodic-wave solutions ofEqs. (3.6). In order 
to clarify this statement, we compare the expressions 
(2.5a)-(2.5c) with kj = k (j = 1,2, ... ,N) and the expres
sions (3.1a)-(3.1c). It then follows from (2.5b) with 
kj = k that 

f- = coeikNX + cleik(N- I)x + ... + 1 

= co[~ + (CI/cO)~-1 + ... + CO-I] (z = eikx
), 

(3.7) 
where cj (j = 1,2, ... ,N) are known functions expressible in 
terms of t and various constant parameters. Consequently, 
the exp(ikx}) are determined by solving the algebraic equa
tion of order N, f- = 0, with f- being given by (3.7). In 
other words, this result reveals an aspect of the complete 
integrability of the system of equations (3.6). 
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B. Nonperiodlc dynamical system 

Next, we investigate the nonperiodic dynamical system. 
The time evolutions for Xj (j = 1,2, ... ,N) are derived quite 
naturally by taking the long-wave limit, k-+O in Eqs. (3.3). 
The equations corresponding to Eqs. (3.3) are written in the 
form 

(j = 1,2, ... ,N). (3.8) 

The solutions for this system of equations are readily found 
by solving the algebraic equation of order N, f = 0, wheref 
is given by (2.9b) with (2.9c). Finally, it should be re
marked that the dynamical system related to the BO equa
tion (2.10) is completely integrable and it is expressed in the 
form3.4 

. 2' ~ I 2' ~ I Xj = - I £.. ---+ I £.. 
1=1 Xj -XI 1=1 Xj -xr 
(I #j) 

(j = 1,2, ... ,N). (3.9) 

IV. GENERALIZATION TO MORE GENERAL NIDE 

In this section, we generalize Eq. (1.1) to a more general 
NIDE that is reduced to Eq. (1.1) in the deep-water limit 
and to Eq. (1.2) in the shallow-water limit, respectively, and 
construct the N-soliton solution together with some rational 
solutions for the NIDE. We also investigate the motion of 
the poles of the N-soliton solution to show that the general
ized NIDE is related to certain solvable finite-dimensional 
dynamical systems. Since the discussion is almost the same 
as that for Eq. (1.1), we shall not enter into detail but pres
ent only the main results. 

A generalized version of Eq. (1.1) which we propose 
here reads 

ut - Tu tx - uUt + Ux Loo Ut dx + Ux = 0, U = u(x,t), 

( 4.la) 

with the operator T defined by 

with 

On = X - ant - XOn (n = 1,2, ... ,N), 

Tu(x,t) =_I_pJoo {coth [1T(y-X)] 
20 -00 26 

- sgn( y - x) }U( y,t)dy, (4.lb) 

where 6 is a positive parameter that may be interpreted as a 
depth of fluids. The T operator has been first introduced by 
Joseph24

-
26 in the context of his NIDE which describes non

linear waves in stratified fluids of finite depth. Presently, his 
equation is known as the IL W equation.6-8 In the deep-water 
limit 6 -+ 00 the T operator is reduced to the H operator de
fined by (Lib) while in the shallow-water limit 6-+0 it takes 
the form 

Tu = 6ux /3 + 63uxxx /45 + 0(65
). (4.2) 

Therefore Eq. (4.1) is an intermediate version between Eq. 
(1.1) and Eq. (1.2). 

A. N-soliton solution 

First, introduce the following dependent variable trans
formation: 

u = i~ln(f+), 
ax f-

with 

f+(x,t) =f(x-i6,t), 

f_(x,t) =f(x+i6,t), 

(4.3a) 

(4.3b) 

(4.3c) 

where the complex functionf(z,t) is such thatf(z - i6,t) 
has no zero in the region O<Im z<20. Then, it is straightfor
ward by using the Cauchy residue theorem to show that 

a2 

Tux = - ax2In(f+f-) + 6- l u. (4.4) 

Substituting (4.3a) and (4.4) into Eq. (4.1) and integrating 
once with respect to x, we obtain the bilinear form of Eq. 
( 4.1) as follows: 

[i(1 - 6- I )Dt + Dt Dx + iDx ]f+' f- = O. (4.5) 

In comparison with Eq. (2.3), Eq. (4.5) differs only from a 
numerical factor in front of the operator Dt and therefore it 
may share many of the integrability properties of Eq. (2.3). 

The procedure for constructing the N-soliton solution of 
Eq. (4.5) is a routine work in the context of the bilinear 
formalism. 15,16 The result is written compactly as follows: 

(4.6a) 

an = (1-6- 1 +6- I Yn cotYn)-I, O<Yn <1T (n = 1,2, ... ,N), 

62(1- 6- I )(aj - am )2 + ajam (ajYj - amYm )(Yj - Ym) 
expBjm= 2 -I 2 ' 

(4.6b) 

(4.6c) 

( 4.6d) 
6 (1- 6 )(aj - am) + ajam (ajYj + amYm )(Yj + Ym) 

where Yn and XOn (n = 1,2, ... ,N) are constants. The explicit 
one-soliton solution follows from (4.3a) and (4.6) with 
N=las 
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(4.7) 
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which has the same functional form as that of the one-soliton 
solution of the IL W equation.6-8·24 The interaction between 
solitons is easily investigated by using the explici~ formula 
(4.6) for the N-soliton solution. The asymptotic form of the 
N-soliton solution is simply expressed as a superposition of 
Nindependent one-soliton solutions (4.7). In this case, how
ever, the phase shift appears as the result of collisions 
between solitons. Since the explicit formula for the phase 
shift is easily derived following a procedure similar to that 
for the IL W equation,6 the result will not be presented here. 

We can also obtain more general periodic solutions of 
Eq. (4.1) which are expressed in terms of Riemann's theta 
function on the basis of the bilinear equation (4.5). The pro
cedure for constructing solutions is almost the same as that 
for the IL W equation. 16.27 Details will not be discussed here. 

Now, we consider the deep- and shallow-water limits, 
respectively, of the bilinear equation (4.5) and theN-soliton 
solution (4.6). 

1. Deep-water limIt: 6- 00 

In this limit, Eq. (4.5) is reduced to Eq. (2.3) as expect
ed. For the purpose of a limiting procedure for the N-soliton 
solution ( 4.6), it is appropriate to introduce the positive con
stants bn through the relations 

rn 17'(1- bn /8) (n = 1,2, ... ,N). (4.8) 

Then, it follows in the deep-water limit 8 -+ 00 that 

cot rn = - 8!1Tbn + 1Tbn /38 + 0(8- 3
), 

an = bn/(bn - 1) (bn > 1), 

(4.9a) 

(4.9b) 

Substituting (4.8) and (4.9) into (4.3) and (4.6), one finds 
that the N-soliton solution coincides perfectly with that of 
Eq. (1.1), namely the expression (2.9). The one-soliton so
lution (4.7) is of course reduced to (2.12), the one-soliton 
solution of Eq. (1.1). 

2. Shallow-water limIt: 6-0 

In this limit, it is appropriate to introduce the variables / 
and x by 

t = (8/3) 112/, ( 4. lOa) 

(4.10b) 

Then, it is easy to show by using the properties of the bilinear 
operator, 16 

that 

exp[ - i8 Dx] lex) '1(x) =/(x - i8)/(x + i8), 
(4.lla) 

Dt D;m /-J= 0 (m = 0,1,2, ... ), (4.llb) 

D, /+./_ =D, exp( -i8D,,)/'/ 

= -3iDtD*/'/+~i8DiD~/'/+0(82), 
( 4.12) 

Dx D, /+ -J- = 38- 1 Di D*/-J- ;'Di D~/'/+ 0(8), 
(4.13 ) 
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(4.14) 

We then have, by substituting (4.10) and ( 4.12)-(4.14) into 
Eq. (4.5), the following bilinear equation for/: 

Dj;(Di -DiDi +Dj;)/-J=O. (4.15) 

The dependent variable transformation for u follows from 
(4.3) and (4.10) with the aid of the expressions for small 8, 

/+ =/ - i8fx + 0(82), (4.16a) 

/_ =/ + i8fx + 0(82), (4.16b) 

as 

(4.17) 

Equation (4.15) with ( 4.17) is nothing butthe bilinear form 
of Eq. (1.2) with the variables / and x instead of t and x, 
respectively. 14 

In order to derive the explicit functional form for /, we 
introduce the positive constants Pn by the relations 

rn = (38)1/2Pn (n = 1,2, ... ,N). (4.18) 

It then turns out that 

and 

cos rn = [(38)1/2Pn] -I - (38)1/2Pn/3 + 0(83
/
2), 

(4.19a) 

an = l!(1-p~), (4.19b) 

B. =aB. = (Pi -Pm)2( -3+if-PiPm +p~) 
Jm Jm ( ) 2( 3 2 2 ' Pj +Pm - +Pj +PjPm +Pm) 

(4.19c) 

/ = L exp[ i. ILn Pn (x - an/ - XOn) + ~ ILiILmBjm] , 
1'=0,' n=' j<m 

[Xon = (3/8)1/2xon ]. (4. 19d) 

The expression (4.19d) coincides perfectly with that given 
by Hirota and Satsuma. 14 

B. Rational solutions 

Rational solutions of certain nonlinear evolution equa
tions may be constructed by taking an appropriate limit on 
soliton solutions.28

,29 Owing to the freedom to choose an 
arbitrary constant, xOn in the present case, it is possible to 
reduce soliton solutions to corresponding rational ones. In 
this subsection, we shall briefly discuss some rational solu
tions that are reduced from the one-soliton solution of Eq. 
(4.1), namely the expression (4.6) with N = 1. The rational 
solutions reduced from the general N-soliton solution will be 
presented elsewhere. 

Now, it follows from (4.6) with N= 1 that the one
soliton solution ofEq. (4.1) is written in terms of the bilinear 
variables as 

(4.20a) 

with 

a l = (1- 8- 1 + 8- lrl cot r.), O<rl <17'. (4.20b) 

The deduction of the rational solution from the one-soliton 
solution (4.20) is possible if we choose the phase constant 
xOlas 
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X OI = -1Tl)r- 1 - ia, lal >1), (4.21) 

with a being a real constant, and then take a limit rl ..... O. It 
should be noted that the condition lal >6 is necessary be
cause of the assumption in deriving (4.4). Indeed, a I be
comes in this limit 

al = 1 + (31)-1~ + O(r!> , 

and hence f has an expansion for small rl' 

f= -I)-Irl(x-t+ia) +O(~). 

(4.22) 

(4.23) 

Substituting (4.23) into (4.3) and taking a limit rl ..... O, we 
have a rational solution of Eq. (1.1) as follows: 

U= -2M[(x-t+ia)2+1)2]. (4.24) 

The solution (4.24) is regular but complex for real t and x. 
We now consider the two limiting cases of I) ..... 00 and I) = O. 

1. Deep-water limit: 6- 00 

In this limit, it is convenient to start from the expression 
( 4.20). Various limiting procedures are possible, which we 
shall treat separately below. 

(a) rl = 1T( 1 - bl/I) , bl > 1. 
In this case, it follows that 

al = bl/(bl - 1), (4.25a) 

f- = 1 + exp[I)-lrl(x - alt + il) -XOI )] 

= -1)-11T(x-alt-xol-ibl) +0(1)-2), (4.25b) 

f+ =f*-, (4.25c) 

so that 

U =i~ln(f+) ax f-

= 2bl (bl = _a_1 -) , 

(x-alt-xol )2+b; al-l 
( 4.25d) 

which is nothing but the rational one-soliton solution ofEq. 
(1.1) already given by (2.12). 

(b) rl = 1T(1 - c l/I)/2 (ci > 0), XOI = 1Til)rl- I. 

In this case, one finds that 

a l = 1 + 0(1)-1), 

f- = 1T(X - t - ic l )/2l) + 0(6-2), 

f+ = 2 + 0(1)-1), 

( 4.26a) 

(4.26b) 

(4.26c) 

so that 

U= -i/(x-t-icl ) , (4.26d) 

which is a single pole solution of Eq. (1.1). 
(c) rl =,8(1- cl/I) , ,8 =/=1T/2,1T, XOI = 1Til)rl- l . 
In this case, following the same procedure as case (b), 

we find a single pole solution (4.26d). 

2. Shallow-water limit: 6-0 

In this limit, we also take a ..... O. Then, introduction of 
the new variables 1 and i defined by (4.lOa) and (4.1 Ob ) , 
respectively, into (4.24) yields 

U = - 6/(i - 1)2, (4.27) 

which is a rational solution ofEq. (1.2) with the variables 1 
and i instead of t and x, respectively. This fact can also easily 
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be confirmed by direct substitution of ( 4.27) into Eq. (1.2). 

C. Solution for a linearized equation 

An appropriate linearized version of Eq. (4.1) may be 
written as 

(4.28) 

The solution of the initial value problem for Eq. (4.28) with 
the boundary condition U ..... O as Ixl ..... 00 can easily be con
structed by employing the Fourier transform. The result is 
expressed in the form 

1 Joo f'" u(x,t) = - u( y,O) 
21T - '" - 00 

X exp{i[k(x - y) - w(k)t ]}dk dy. (4.29a) 

Here, w(k) is a dispersion relation for Eq. (4.28) given by 

w(k) = k /[ 1 - 6- 1 + k coth(k6)]. (4.29b) 

In the deep-water limit I) ..... 00, (4.29) is reduced to 

w(k) = k/O + Ik I), (4.30) 

which is in accordance with (2.16), the dispersion relation 
for Eq. (2.14). In the shallow-water limit 6 ..... 0, on the other 
hand, it becomes 

w(k) = 1/0 + k2), (4.31a) 

with the new variables w and k defined by 

w = (M3) 1/2W, 

k = (M3) 1/2k. 

(4.31b) 

(4.31c) 

The expression (4.31) is just the dispersion relation for the 
linearized version in Eq. (1.2) with the variables 1 and i 
instead of t and x, namely, 

Ur - Urn: + Uj; = o. (4.32) 

The problem for investigating asymptotic behaviors of 
( 4.29) for large time will be left for future work. 

D. Dynamical systems related to Eq. (4.1) 

In this subsection, we derive the dynamical systems re
lated to Eq. (4.1). The discussion almost parallels that for 
Eq. (1.1) or that for the IL W equation.29

,30 In so doing, we 
assume the bilinear variable f defined in (4.3) in the form 

M 

f= II (x -Xj)' IImxjl >6, (4.33) 
}=I 

where the Xi are complex functions of t and M is a positive 
integer. The conditions 11m Xj I> 6 (j = 1,2, ... ,M) are re
quired because of the assumption for the analytical property 
off[see (4.3) and (4.4)]. Substituting (4.33) into (4.5) and 
using partial fraction decomposition, we obtain the equation 

f ( 1 - 1 )(X' - 1) + 26 
j = I X - Xi + i6 x - Xj - i6 J 

M M [1 1 
Xj~II~1 x-xj +i6 (xj -xl )(Xj -XI-2il) 

(/#j) 

1 1 ] 
x - Xi - i6 (Xj - Xl) (Xj - Xl + 2il) 

X (Xj + Xl) = O. (4.34) 
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Then we have, by taking the coefficients of (x - x) + j{j)-I 
and (x - Xj - j{j) -I zero, respectively, the following sys
tem of equations for Xj: 

M Xj +XI 
Xj = 1 - 2t5 2: ' (4.3Sa) 

1= 1 (x) - XI) (xj - XI - 2j{j) 
(/#j) 

M Xj +XI 
Xj = 1 - 2t5 2: 

1=1 (Xj -xl)(xj -XI +2i{j) 
(/ #j) 

(j= 1,2, ... ,M). (4.3Sb) 

Adding (4.Sa) and (4.Sb) yields 

This system of equations is a dynamical system without any 
constraint. If we take M = 2N and x N + j = xf 
(j = 1,2, ... ,N), Eqs. (4.39a) become 

(j = 1,2, ... ,N), 

(4.40) 

and Eqs. (4.39b) become the complex conjugate expressions 
of (4.40). Furthermore, in the limit {j-+~, we have from 
(4.3) and (4.37) 

u = i ~ In(i_* ) 
ax f' 

(4.41a) 

• M Xj +XI 
xj =I-4{) 2: 2 2' 

1=1 (Xj -XI) +4{) 
(4.36a) with 

(/ #j) 

while subtracting (4.3 Sa) from (4.3 Sb) yields 

f /j + XI 2 2} = O. (4.36b) 
1= 1 (Xj - XI) (Xj - XI) + 4{) 
(/ #j) 

Equation (4.36a) is a finite-dimensional dynamical system 
with a constraint (4.36b) and it is closely related to the mo
tion of the positions of the poles of solutions of Eq. (4.1). 
The detailed analysis of Eq. (4.36) will not be done here. 
Instead, we consider two limiting cases of {j-+ ~ and {j-+O. 

1. Deep-water limIt: {j- 00 

In this limit, it is appropriate to introduce the new vari
ables xJ (j = 1,2, ... ,M) by the relations29

•
3o 

xj=x)-i{j, Imxj>{j (j=1,2, ... ,N), (4.37a) 

Xj =xj + i{j, Imxj < - {j (j=N + I,N + 2, ... ,M). 
(4.37b) 

Hence Xj' for j = 1,2, ... ,N, lie in the upper half plane 
(1m Xj > 0) and Xj forj = N + I,N + 2, ... ,M lie in the lower 
half plane (lmxj <0). Substituting (4.37) into Eq. (4.34), 
we find, in the limit {j -+ ~, 

N [ N '" + '" ~ 1 '" . ~ Xj XI 
£.. --_- Xj - 1 + 1 £.. -_--_-

j=1 X-Xj 1=1 Xj -XI 
(/#j) 

- i 2: ~j +~I - 2: _1 __ -M ... "'] M 

I=N+I Xj -XI j=N+I X-Xj 

[ 

'" . N x) + XI . M Xj + XI] X x.-l+1 ~ ---I ~ -- =0, 
J £.. - - £.. - -1=1 Xj -XI I=N+I Xj -XI 

(/#j) 

(4.38) 
whereupon we readily obtain by taking the coefficient of 
(X-Xj)-I for j= 1,2, ... ,N and that for j=N+ 1, 
N + 2, ... ,M zero, respectively, 

(j = 1,2, ... ,N), (4.39a) 

(j = N + I,N + 2, ... ,M). (4.39b) 
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N 

i= 2: (x-xj ), Imxj>O (j= 1,2, ... ,N). 
j= 1 

(4.41b) 

The system of equations (4.40) is identical to Eqs. (3.8) 
with the variables Xj in place of Xj which have already been 
reduced from the periodic dynamical system related to Eq. 
(Ll). 

2. Shallow-water limIt: {j - 0 

In this limit, it is convenient to introduce the variables t 
and x defined in (4.10) and the new variables Xj = (3/ 
{j)1/2Xj (j = 1,2, ... ,M). We then immediately find from 
(4.36) 

M 

Xj = 1-12 L 

M 

L 1=1 
(/#j) 

1=1 
(/#j) 

Xj +xI 

( 
_ -)3 = 0, 
Xj -XI 

(4.42a) 

(4.42b) 

which is a dynamical system with a constraint. The depen
dent variable u, (4.3) now takes the form 

a2 _ 

u = 6 ax21nf, (4.43a) 

with 
M 

i= 2: (x -Xj)' (4.43b) 
j=1 

The system of equations (4.42) represents a dynamical sys
tem related to Eq. (1.2) and the solutions may be construct
ed from the N-soliton solution (4.19) of Eq. (1.2) by taking 
an appropriate limiting procedure. The solutions Xj thus ob
tained are expected to have a form of algebraic functions ort 
and X. However, solutions u themselves constructed from Xj 
would become singular as seen from a rational solution 
(4.27), for example, which has been reduced from a one
soliton solution of Eq. (4.1). The situation mentioned here 
would be the same as that for rational solutions of the KdV 
equation.20 The detailed analysis of the system of equations 
( 4.42) will be dealt with elsewhere. 

V. CONCLUSION 

In this paper, we have proposed a new integrable NIDE 
that exhibits the N-periodic and N-soliton solutions and 
showed that it is closely related to certain solvable dynami-
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cal systems. The NIDE may be relevant as a model equation 
that describes wave propagations in fluids of great depth. 
Moreover, we have generalized our NIDE to a more general 
one that is an intermediate version between our equation and 
that of Hirota and Satsuma. 14 The generalized equation may 
also describe suitably wave phenomena in fluids of finite 
depth. 

In the context of the soliton theory, it is quite interesting 
to derive the inverse scattering transforms (1ST's), the 
Backlund transformations, and an infinite number of con
servation laws, etc., for these NIDE's. In this respect, the 
bilinear equations (2.3) and (4.5) may offer a proper start
ing point for analyzing these problems since the systematic 
method for constructing 1ST's, etc., on the basis of the bilin
ear equations has already been established considerably 
within the framework of the bilinear formalism. 16 

Finally, it is useful to comment on another type ofinte
grable model equations for shallow water waves proposed by 
Ablowitz et aUl It may read in the form 

u, - u,xx - 2uu, + UX L"" u, dx + Ux = O. (5.1) 

Although only the coefficient of the nonlinear term UU, of 
Eq. (5.1) differs in comparison with Eq. (1.2), Eq. (5.1) is 
never reducible to Eq. (1.2) by means of any scale transfor
mations. If we replace the dispersive term Utxx by HUb:' new 
NIDE's will arise. The method for exact solution developed 
in this paper may be applied to these NIDE's in order to 
obtain various results corresponding to those presented here. 
A number of problems proposed in this paper will be dealt 
with in the near future. 
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Special relativity with Clifford algebras and 2 X 2 matrices, and the exact 
product of two boosts 
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Fonnulations of the special theory of relativity in the Dirac or "space-time" algebra are 
compared with those in the simpler algebra of 2 X 2 matrices ("Pauli algebra" ). The Dirac 
algebra separates elements into odd and even multivectors, but this feature is not needed in 
most practical calculations. As a result, Pauli-algebra fonnulations are just as powerful in most 
cases. Furthennore, the new correction angle t{J, which Salingaros found with the Dirac algebra 
to be required to describe the product of two boosts, is shown to be identically zero, and new 
results for special boost combinations are derived. 

I. INTRODUCTION 

Clifford algebras have become popular tools in the de
scription of relativistic physics. I

-
7 Such algebras deal with 

multi vectors which can be fonned from linear combinations 
of antisymmetric products of a set of basis vectors. Salin
garos,3-7 a prolific proponent of Clifford algebras, has point
ed out their advantages, especially the facility they allow in 
making coordinate-free calculations of finite Lorentz trans
fonnations. The space-time or Dirac algebral

•
2 (see Sec. III, 

below), constructed from a set of four basis vectors on Min
kowski space, seems the natural choice for applications in 
relativistic physics. However, as we discuss below, the Dirac 
algebra, with its basis of 16 independent fonns over the real 
numbers and with multiplication rules unfamiliar to most 
physicists, is unnecessarily complicated for most calcula
tions in special relativity. It can usually be replaced by the 
Pauli algebra, which has a simple representation as the alge
bra of 2 X 2 matrices. S 

In a recent paper, Salingaros5 used the Clifford algebra 
of space-time (Dirac algebra) to calculate the product of 
two boost transfonnations and to express the result as a 
product of a net boost and a rotation. He claimed that his 
Clifford-algebra techniques allowed him to derive an exact 
result which differs by a rotation of the net boost direction 
from the standard result as given, say, by M0ller9 or Jack
son. 10 The standard result is usually obtained by calculating 
velocities from coordinates related by a boost transforma
tion, or equivalently, by boosting a four-velocity.s 

In an erratum SalingarosS corrected an algebraic error 
but still maintained that the physical predictions of the Pauli 
and Dirac algebras are in disagreement. We show below that 
the predictions of both algebras are identical for the product 
of boosts, and that consequently, it is not necessary to ad
dress the question of "which Clifford algebra correctly de
scribes the physical Lorentz group." 5 

The remainder of this paper is in three parts. First, in 
Sec. II, we investigate constraints on the products of boosts 
that arise from general symmetry arguments. Next, in Sec. 
III, we relate the familiar algebra of 2 X 2 matrices to the 
Clifford algebra used by Salingaros3-7 and others} and show 
why, for practical calculations in special relativity, the for
mer is nearly of equal power in spite of its much greater 
simplicity. In Sec. IV, we use the simpler algebra to demon-

strate the identity of the net boost velocity from the product 
of two boosts to that found by directly boosting a four-veloc
ity. This procedure is then shown to give results in complete 
accord with those derived from the Dirac algebra. We also 
derive the exact expression for the net boost when sand
wiched between identical half-angle rotations [correspond
ing to s in Eq. (40) of Ref. 5] in order to demonstrate the 
symmetry properties predicted in Sec. II, and we show how 
boosts may be combined to produce net boosts with no rota
tion. The "inverse problem" for pure boosts, namely to find 
the boost in tenns of given initial and transfonned four-vec
tors or "six-vectors," is solved as a further example of the 
power of Pauli-algebra techniques in relativistic kinematics. 
In the Conclusions (Sec. V), we summarize some of the evi
dence concerning the relative usefulness of the two Clifford 
algebras for applications in special relativity. 

II. SOME SYMMETRY PROPERTIES OF PRODUCTS OF 
LORENTZ TRANSFORMATIONS 

The group L 1+ of restricted Lorentz transfonnations 
includes both pure boosts B(w) and pure rotations R(O), 
where the boost parameter w is simply related to the relative 
velocity 

v = w(tanh w)/w, w = Iwl, (1) 

induced by the boost and the vector angle a gives both the 
l11agnitude 0 = 1.01 of the angle of rotation and the direction 
o = .0/0 of the right-handed axis of rotation. The rotations 
fonn a subgroup SO(3) of L 1+, but the boosts are not a 
group in themselves because the product of two boosts, say, 
B(wt> followed by B(w2 ), is equivalent to a net boost B(w) 
followed by a rotation R ( .0 ) ; 

B(W2)B(w l ) = R(.o)B(w). (2) 

In this paper, unless otherwise specified, we mean active 
transfonnations, i.e., of physical systems, rather than passive 
ones, of coordinate frames. The two are related by changes of 
sign in the parameters, but the distinction is not significant 
for most of the arguments of this section. 

Other decompositions are possible since it follows from 
Eq. (2) that 
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B(wz)B(wl ) = [R(O)B(w)R -'(O)]R(O) 

= B(w')R(O) (2') 

= R(0/2)B(w")R(0/2), (2") 

where R -1(0) = R( - 0) is the inverse of R(O) and 
where the parameters w' and wit are obtained from w by 
rotations of 0 and 0/2, respectively. The inverse transfor
mation is 

[B(w2 )B(w,)] -I = B( - w,)B( - w2) 

=B( -w)R( -0). (3) 

Spatial inversion changes the sign of the boost parameters 
but not the direction of the rotation axis, so that Eq. (3) 
becomes 

(4) 

A comparison of Eqs. (4) and (2') shows immediately that 
once w has been determined as an analytic function 
W(WI,W2) ofwt and w2, w' is given by simply interchanging 
the indices 1 and 2. Furthermore, the sign of 0 = 0(WI,W2) 
should change when the indices indicating the order of appli
cation of the component boosts are switched: 

w'(wt,wz) = W(W2,WI ), (Sa) 

O(Wl>Wz) = - O(wz,wt ). (5b) 

Similarly, the comparison ofEq. (2") with the inverse of its 
spatial inversion, 

B(wt)B(W2) = R( - 0/2)B(w")R( - 0/2), (6) 

demonstrates, in addition toEq. (5b), that wIt = wIt (WI'W2) 
is symmetric with respect to the interchange w'++wz, 

wit (WI,W2) =W"(W2,WI). (7) 

This constraint, for example, proves that Eq. (2") cannot be 
satisfied when w" is replaced by the standard result s for the 
net boost [Eqs. (33) and (34) and (40) of Ref. (5) (before 
correction in the Erratum)], because s is clearly not sym
metric with respect to the order in which the boosts are ap
plied. In Sec. IV we derive exact results for w" and show that 
the symmetry condition equation (7) is indeed fulfilled. 

Another interesting way to combine boosts is to boost by 
w 1/2 both before and after a boost by W2' Assuming the re
sult to be equivalent to a boost by W3 preceded and followed 
by a unique rotation of 0 3/2, we write, in analogy to Eq. 
(2'), 

B(wI /2)B(w2 )B(wI /2) = R(03/2)B(w3)R(03/2). (8) 

A comparison ofEq. (8) with the transformation inverse of 
its spatial inverse gives 

R (0312 )B( oo3 )R (03/2) 

(9) 

Consequently the rotation angle 0 3 must be zero and the 
combination equation (8) must be a pure boost. The result is 
also easily derived from a different approach within the alge
bra of 2 X 2 matrices, as is shown in Sec. IV. 

III. DIRAC ALGEBRA VERSUS THE ALGEBRA OF 2X2 
MATRICES 

In Refs. 4 -6 Salingaros used the Clifford algebra of 
multivectors formed from products of vectors in four-di-
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mensional Minkowski space. The space-time algebra ofHes
tenes l is equivalent. In this section we compare this algebra 
with the simpler algebra of 2 X 2 matrices for calculations in 
special relativity.8 Of course, one's choice of the "best" alge
bra is largely a SUbjective matter of personal preference, but a 
number of relevant facts can be ascertained. First, we must 
briefly describe the algebras we want to compare. Only the 
essentials needed to clarify our notation and comparisons 
are included here. Further details about the Clifford algebra 
may be found in Refs. 1-7. 

From the four basis vectors, say e,.,/1- = 0,1,2,3, of Min
kowski space, one builds a basis of 16 independent forms 
from all possible antisymmetric outer products e" A e,. .... 
The 4 X 4 Dirac matrices Y' and their products provide a 
representation of the basis forms, and indeed this Clifford 
algebra is often referred to as the Dirac algebra 1,2 f:P. (Some 
authors reserve the name Dirac algebra for the algebra with 
32 independent basis forms resulting from the complexifica
tion of our f:P .1) Any element of f:P is thus a linear combina
tion with real coefficients of a scalar, the four basis vectors 
e,., the six basis bivectors e,. A e", the four pseudovectors 
e" Aep. Ae", and the pseudoscalar m = eoAe l Ae2Ae3' 
m2 = - 1. 

The scalar, bivector, and pseudoscalar parts of an ele
ment of f:P are said to be "even," whereas the vector and 
pseudovector parts are "odd." The bilinear products of two 
even or two odd elements is even whereas the product of an 
even with an odd element is odd. The even elements of f:P 
form a subalgebra f:P + which is isomorphic to the Pauli alge
bra [//I, the Clifford algebra of products of vectors in three
dimensional Euclidean space. '-3 The subspace f:P _ of odd 
elements of f:P is not an algebra. 

If the Euclidean basis vectors are written Uk' k = 1,2,3, 
then the eight basis forms of [//I are {I , Uk' iUk' i}. The name 
Pauli algebra originates from the simple representation of Uk 
by the Pauli spin matrices 

~, = (~ ~), ~2 = e ~} ~3 = (~ ~ J 
( 10) 

Since 1 = (~ ~) and Uk' k = 1,2,3, form a complete linearly 
independent set of2 X 2 matrices, [//I is seen to be isomorphic 
to the algebra of 2 X 2 matrices with complex elements. The 
latter is undeniably simpler-but also more restricted
than f:P because the number of basis forms is reduced by half. 
It is also more familiar to most physicists because the ring 
multiplication is given by the usual multiplication of 2 X 2 
matrices, and inner and outer products can be replaced by 
the usual "dot" and "cross" products of vectors. For exam
ple, the product of two complex vectors of the form a = akuk 
(the summation convention is assumed for repeated indices 
and underscores indicate 2 X 2 matrices) gives 

!~ = !-~ + i!X~ = a-b! + i(aXb)k~k' (11) 

where a·b = akb k and (aXb)k = €ijkaibj are the normal dot 
and cross products. 

Since the Dirac algebra comprises products of Mink ow
ski-space vectors, it at first appears the one best adapted for 
work in special relativity. However, it can easily be shown to 
be more general than usually needed. Elements of f:P can be 
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separable mixtures of even and odd multivectors, but one 
rarely needs such mixtures in practical calculations. The rea
son is that physical quantities correspond to either purely 
even or purely odd elements of ~, and multiplication of 
such elements together always yields again purely even or 
purely odd elements. II There is no need to accommodate 
mixtures. By mapping even and odd parts onto the same 
subalgebra, the number of basis forms can be halved. 

As discussed above, the Pauli algebra and hence the al
gebra of2 X 2 complex matrices is isomorphic to the subalge
bra ~ + of even elements of ~. The vectors and pseudovec
tors of ~ _ can be mapped onto ~ + by multiplying them by 
eo: the eo component of each vector becomes a scalar and the 
ek components, k = 1,2,3, become bivectors eO/\ek , where
as the e l /\ e2/\ e3 component of each pseudovector becomes 
a pseudoscalar and the other components become bivectors 
ej /\ ek' Thus both odd and even parts of ~ can be mapped 
onto ~ +, and hence onto f?ll and onto the algebra of 2 X 2 
matrices. Since the mapping is one-to-one for both the even 
part and the odd part of ~, the much simpler algebra of 
2 X 2 matrices has all the power of ~ in calculations which 
do not require mixed even/odd elements. 

The advantages of f?ll (we will not usually distinguish 
between f?ll and its representation, the algebra of2 X 2 matri
ces) in comparison to the Dirac algebra stem mainly from its 
relative simplicity, its explicit representation, and the famil
iarity of physicists with the algebraic operations. One can 
avoid the inner and outer products of ~, whose symmetry 
relationships to the basic ring multiplication (Salingaros's 
"vee" product5

•
6) depend on the element types being multi

plied. One also avoids a pseudoscalar which antkommutes 
with vectors and pseudovectors. One gains a more direct 
separation offour-space vectors into time and space compo
nents, and in three-space, vectors are easily distinguished 
from pseudovectors, which here (but not in ~) share their 
familiar identity with axial vectors. 

The algebra of 2 X 2 matrices is also isomorphic to the 
algebra of complex quatemions, and the advantages of ap
plying such an algebra to problems in special relativity (as 
well as for pure rotations) were discussed in print as early as 
1910 by Klein and Sommerfeld. 12 Many authors8.13- 16 have 
contributed to the theory, including Salingaros and 
Ilamed.17 When 2 X 2 matrices are used to represent "four
vectors" of Minkowski space-time, say, 

~ = x o! + ! = x o! + Xk<!k' 

Lorentz transformations 

x-x' =LxL + 

(12) 

( 13) 

are determined directly by unimodular 2 X 2 matrices of 
SL(2,C) which can generally be written4 

f = exp[ (~- i~)/2]. (14) 

If w = 0, the transformation is a pure rotation and the ma
trix L = R is unitary, whereas if n = 0, the transformation 
is a pure boost and f = ~ is Hermitian: 
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~(n) = ~ +( - n) = exp( - i~/2), 

~(w) = ~ + (w) = exp(~/2). 
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(15) 

If:! and l!. = Po! + I! are any two four-vectors, the product of 
one with the spatial reversal,18 say, 

2. = Po! -I!, (16) 

of the other gives matrices with still simple but distinct trans
formation rules: 

(17) 

where we have noted that the spatial reversal of f is also its 
matrix inverse, 

(18) 

Ones sees that the scalar part of ~2. is Lorentz invariant 
(it corresponds to the usual scalar product of four-vectors) 
and that the complex-vector (six-vector) part of ~ 2., al
though it transforms under rotation just like the vector part 
of a four-vector, transforms distinctly under boosts. Angular 
momentum, electric and magnetic fields, and the transfor
mation parameters wand n themselves are parts of six-vec
tors, and the 2 X 2 matrix formalism easily explains why they 
transform differently under boosts than do four-vectors. 
Clearly higher-order products off our-vectors can be formed 
which transform either like four-vectors (odd multivectors) 
or like a scalar plus a six-vector (even multivectors). 
Further details and applications of 2 X 2-matrix algebra to 
special relativity are given in Ref. 8. 

Lorentz transformations in the Dirac algebra ~ are 
quite similar in structure to those in 2 X 2-matrix algebra f?ll , 
but in ~ the form is exactly the same for all elements. Re
call, however, that the multiplication rules for inner and out
er products change when a vector is replaced, say, by a bivec
tor, so that even though the form appears the same, the 
results of Lorentz transformations can differ. 

The bivectors of ~ correspond to the six-vectors of f?ll, 
but in ~ the bivectors and vectors are clearly distinguish
able because they span nonoverlapping subsets of basis 
forms whereas in f?ll, because of the mapping of both ~ + 

and ~ _ onto f?ll, they span overlapping subsets. Conse
quently in f?ll, one must know whether a given spatial vector 
is part ofa four-vector (such as a vector potential) or part of 
a six-vector (such as an electric field) in order to know its 
transformation properties under boosts. However, this is a 
familiar and rather trivial problem, since, as pointed out 
above, there is no need in practice to superimpose even and 
odd multivectors. 

IV. NET BOOSTS 

The algebra f?ll of2 X 2 matrices can be demonstrated by 
deriving several relevant results. First, we show the relation
ship between a boosted four-velocity and a net boost. 

The four-velocity u in the rest frame has only a timelike 
component. In units with the velocity of light c = 1, it is 

~o = !. (19) 

Ifthe system at rest is boosted by B(w) [see Eqs. (13)
( 15) ], its new four-velocity is 

~=~(w)!~+(w)=~. (20) 

Thus one sees that the four-velocity is identical to the square 
of the 2 X 2 matrix representing the corresponding boost. By 
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power-series expansion of eX and applications of Eq. (11), 
one obtains 

~ = ! cosh w + ~(sinh w)lw, (21) 

where w = (w'w) 1/2. Identifying 

Y = cosh w, U = rv = w(sinh w)lw, (22) 

we write 

~=y!+!!, y=(1+U2)1/2=(1_V2)-1/2. (23) 

Now take a system with four-velocity ~l 

= ~(Wl)~ +(Wl) and boost it by ~(W2): 

~l""'~' = ~(W2)~1~ + (w2) 

= ~(W2)~(Wl)~ + (Wl)~ +(W2) 

= ~(w')~ + (w'), (24) 

where the net boost ~(w') is related to boosts ~(Wl) and 
~(W2) as in Eq. (2'), 

, R fi (2') ~(W2)~(Wl)=~(W)_( ). 

Consequently, results for the net boost w' or the correspond
ing net four-velocity ~' = exp J!..' should be identical 
whether one boosts a four-velocity or directly multiplies two 
boost transformations. In particular, the spatial directions of 
u' and w' should be the same. 

The calculation is trivial in fjJ. 8 One notes from Eq. 
( 11) that three-vectors commute if parallel, and anticom
mute if perpendicular. Therefore. splitting U1 into parts par
allel and perpendicular to w 2' 

U1 = UIII + UIl , Ulil = U 1'W2W2, 

one finds 

(25) 

~' = ~/2~1~/2 = ~(YI! + !!'II) +!!Il 

= (Y2! + !!2)(YI! + !!lll) +!!Il 

= (Y'Y2+ UI'U2)! + (YI!!2+Y2!!111) +!!Il' (26) 

The standard results follow immediately when one equates 
coefficients of the basis matrices ! and l!k' 

r' = YIY2 + UI'U2 = YIY2( 1 + V,'V2)' (27a) 

U' VI +V2+ (1-Y2- I)V2X(V2XVj) 
VI =-= 

Y 1 + V I 'V2 

(27b) 

On the other hand. for the net boost which precedes the 
rotation as in Eq. (2), 

u = eX = B +(w)R +(fi)R(fi)B(w) - - - - -
= ~ + (Wl)~ +(W2)~(W2)~(Wj) 

= ~(Wl)~~(Wt>, (28) 

so that u, W,V, u, and ycan be obtained from ~', w', v', u', and 
r', resp~ctively, simply by switching the indices 1 and 2 as 
predicted by Eq. (Sa). 

The method of boosting a four-velocity to find the net 
boost or velocity does not give the rotation angle fi of Eq. 
(2) or (2') but it does give correctly the magnitude and 
direction of w and w'. The angle can be found directly by 
solving Eq. (2) with the boost and rotation matrices ofEq. 
( 15), 

(29) 
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From the exponential expansions 

~2 = 1 cosh wl2 + J!.. sinh wl2 

= [2(y+ 1)]-1/2[(y+ l)! +!!], 

e - il]/2 = 1 cos 0.12 - iii sin 0./2, 

(30) 

one obtains four equations. equivalent to the equality of Eqs. 
( 12) and (13) of Ref. 1, which can be solved for wand fi. 
The results, as shown, for example, by McFarlane" and van 
Wyk, 12 give w fully consistent with Eq. (27) above, and yield 
fi given by 

0. I + y, + Y2 + Y 
cos 2" = -[-2-( Y-I-+----'1)--'('-'Y2'--+~I=-) -( y-'-+-l-) ]--:'1-;;:;'/2' 

(31) 
0.'" . 0. UI XU2 Stn-= 

2 [2(y, + I)(Y2 + l)(y+ 1)]1/2 

These results for fi were given by Hestenes l and McFar
lane'4 and are consistent with-but simpler than-Eq. (18) 
of Ref. 5. They are most easily obtained after w is known by 
equating scalar parts of and pseudovector parts of 

e - il]/2 = ~/2eX,/2e -JIl2 

=H2(y, + I)(Y2 + l)(y+ 1)]-1/2 

X[(1 +Y2)! +!!2][(1 +YI)! +!!d 

X[(1+y)!-!!]. (32) 

Hestenes l [see his Eqs. (18.27) and (18.29) and note a 
sign error in Eq. (18.27)] derived his results from Dirac
algebra techniques equivalent to those of Salingaros. 

Within his erratumS Salingaros's results are also in ac
cord with the above analysis. However, he still argues that 
the Dirac algebra gives physical results that differ from the 
standard ones found, for example. by means of the Pauli 
algebra. Indeed, he has derived a correction angle t/J by which 
the standard results differ from his own, and he has asserted 
that generally t/J=l-O. It is therefore important to stress that 
Clifford-algebra techniques are used in Salingaros's deriva
tion only to establish the four initial equations resulting from 
a comparison of his Eqs. (12) and (13) and, equivalently, 
those resulting from his Eq. (26). The rest of the derivation 
uses only standard algebraic and trigonometric methods to 
solve for the unknown rotation angle and boost parameter: 
no techniques of Clifford algebra make any further contribu
tion. Salingaros's four initial equations are identical to equa
tions derived from the Pauli algebra. 

The equation given by Salingaros [Eq. (3) in his erra
tum] does correctly give the additional rotation angle t/J pre
dicted by the Dirac algebra, but it is not difficult to show, 
with Eq. (31) above and Salingaros's Eq. (34), that t/J == 0 for 
all combinations of V I and V 2' Salingaros's assertions to the 
contrary notwithstanding. The results of the Pauli and Dirac 
algebras are thus identical, at least for the product of arbi
trary boosts, in conformity with their close relationship as 
discussed in Sec. III. 

The Pauli algebra can be similarly used to derive other 
expressions in an efficient straightforward way. For exam
ple, Eq. (6) becomes 

(33) 

Expansions like Eq. (30) give directly 
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" " sinh w [ r + 1 ] 1/2 
U =W -W-= 2(rl + l)(r2 + 1) 

X [(r2 + 1)uI + (rl + 1)u2 ], (34) 

where r = rlr2 + UI·U2• The result (34) does display the 
symmetry under exchange of indices 1-.2 as predicted in 
Sec. II. To solve for U3 = w3 (sinh W3)/W3 in the case of the 
rotation-free combination of noncollinear boosts, Eq. (8) 
may be written 

efl>I2 = eJLz/4e'l,l2eJLz/4 = eJLz12e'l,12 

(35) 

(36) 

(37) 

The fact that the combination B(W2/2)B(wl)B(W2/2) is a 
pure boost follows in the Pauli algebra simply from its Her
miticity, since as mentioned above, all 2 X 2 unimodular 
Hermitian matrices represent pure boosts just as all 2 X 2 
unimodular unitary matrices represent pure rotations. 

As a last example to demonstrate the utility of the Pauli 
algebra, consider the inverse problem 16 of finding the boost 
parameter lL or equivalently, the corresponding four-veloc
ity ~ = exp(lt), in terms of a given initial four-vector, say 
r = t! + !, and the given transformed result 

r' = B(w)rB + (w) = ul/2rul/2 = r l + ur , (38) 
- -- - - - ~I 

where !:II = t! +!II and rll = rouu = r - rl' Since by Eq. 
(38) 

!:' -!: = (~ - !)!:II' (39) 

The vector part of r' - !: is parallel to u and consequently 
determines ± U, and hence also 1 and !:II' It is clear from Eq. 
(38) that 1 = urll and therefore 

(40) 

We are able to divide by the matrix product !:II ~I because any 
2 X 2 matrix times its spatial reverse is a scalar. 

A similar solution exists when the given initial and 
boosted quantities are six-vectors4 such as the electromag
netic field F = E + IB, which transforms under boosts as 
follows [compare Eq. (17)]: 

F' = B(w)FB -I(W) = u1/2Fu-1/2 = F + uF . (41) _ _ _ _ _ __ II __ 1 

Since by Eq. (41) 
!'-!=(~-I)!l> (42) 

± u is normal to the plane in which the real and imaginary 
parts of F' - F lie. [Should E' - E and B' - B be parallel, 
one can show that ± u is parallel to 
(E' -E)(E' + E) + (B' -B)(B' + B).] Then Eq. (41) 
gives ~ as 

u= (F'-!II)!l = !I!l . 
FloFl FloFl 

'(43) 
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Vo CONCLUSIONS 

We have shown that for most calculations in special rel
ativity, the Pauli algebra fll is fully as powerful as the Dirac 
algebra ~. The advantages of fll over ~ are based on its 
relative simplicity: it has only half as many basis forms and 
all multiplication among elements can be expressed by famil
iar multiplication rules of the 2 X 2 Pauli spin matrices or, 
equivalently, can be expressed in terms of familiar dot and 
cross products of spatial vectors in three-dimensional Eu
clidean space. The fact that restricted Lorentz transforma
tions in fll take the simple SL(2,C) form is an added bonus. 

Although the examples treated here have been restrict
ed to relativistic kinematics, the power of fll is even more 
evident in electrodynamics.8 In fll, for example, Maxwell's 
four equations result trivially as the scalar, vector, pseudo
scalar, and pseudovector parts of the field equation for the 
vector potential A. Furthermore, the analytic solution de
scribing the motion of a charge in arbitrary constant electric 
and magnetic fields is simpler to find in the Pauli algebral9 

than in the Dirac algebra, and the effect of the fields on the 
four-velocity is easily seen to induce a well-defined Lorentz 
transformation. General solutions for the motion of a charge 
in a circularly polarized plane wave are also easily derived in 
fll.19 

Of course it may happen that extensions, perhaps to 
curved space-time geometries, may require a more complex 
covering algebra, perhaps !!fi or even a higher-order Clifford 
algebra. Even then, the Pauli algebra should remain useful, 
not only for calculations in fiat space-time, but also as an 
introduction to Clifford algebras, since it is the simplest non
trivial example of a Clifford algebra over the field of complex 
numbers.? 
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Solitary waves as fixed points of infinite-dimensional maps for an optical 
bistable ring cavity: Analysis 
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The transverse behavior of a laser beam propagating through a bistable optical cavity is 
investigated analytically and numerically. Numerical experiments that study the (one
dimensional) transverse structure of the steady state profile are described. Mathematical 
descriptions of (i) an infinite-dimensional map that models the situation, (ii) the solitary 
waves that represent the transverse steady state structures, (iii) a projection formalism that 
reduces the infinite-dimensional map to a finite-dimensional one, and (iv) the theoretical 
analysis of this reduced map are presented in detail. The accuracy of this theoretical analysis is 
established by comparing its predictions to numerical observations. 

I. INTRODUCTION 

When one observes physical systems with a large num
ber of degrees offreedom, one frequently notices robust con
figurations that remain spatially coherent even though the 
temporal evolution of the system is chaotic. 1 Vortices in a 
two-dimensional turbulent flow and cellular patterns in Ben
ard convection are two examples of such coherent phenome
na. For large-dimensional systems, which are usually de
scribed by nonlinear partial differential equations, it is 
extremely difficult to describe the spatially coherent, yet 
temporally chaotic, solutions, theoretically and virtually im
possible at present to capture solutions that are both tempor
ally and spatially chaotic. In this series of papers we will 
study an important physical problem-that of a laser beam 
propagating through a bistable optical cavity-which ad
mits a rather complete theoretical description of its chaotic 
states. This problem is intriguing in that it is both techno
logically important in laser optics (for the development of an 
all optical means to process signals such as would be needed 
in an all optical computer2) and theoretically important in 
turbulence I (as a tractable example of a spatially coherent, 
temporally chaotic, nonlinear field). 

Our goals in this first paper of the series are as follows. 
( 1) To describe in detail the results 0/ our numerical 

experiments in which we observe the (one-dimensional) 
transverse structure of steady state fixed points of the laser 
beam profile. 

(2) To present self-contained mathematical descriptions 
0/ (i) an infinite-dimensional map that models the situation, 
(ii) the solitary waves that represent the transverse struc
tures, (iii) aprojection/ormalism that reduces the infinite
dimensional map to a finite-dimensional one, and (iv) the 
theoretical analysis o/this reduced map. 

(3) To establish the accuracy 0/ this theoretical analysis 
by comparing its predictions to the numerical observations. 
In the conclusion of the paper we will indicate typical routes 
the system takes to chaos as its fixed points become unstable. 
However, detailed descriptions of these routes to chaos will 
be deferred to a later paper in the series. 

The paper is organized as follows: In Sec. II, we describe 

the infinite-dimensional map. This map is derived, from the 
Maxwell-Bloch equations, in Appendix A. In Sec. III, we 
summarize properties of the map in the plane wave case. The 
simple material in this section orients our entire study. In 
Sec. IV, we describe in detail our numerical experiments in 
which we investigated the ( one-dimensional) transverse 
structure of the field as it emerges from the optical ring cav
ity. In Sec. V, we (i) define solitary waves, (ii) establish 
numerically that the fixed points profile contains solitary 
waves, (iii) develop a solitary wave projection formalism, 
and (iv) use this projection formalism to reduce the infinite
dimensional map to a finite-dimensional one. Details of the 
projection formalism are presented in Appendix B. In Sec. 
VI, we analyze the reduced map on solitary wave param
eters, both analytically and numerically. In Sec. VII, we 
present an analytical formula with sufficient generality to fit 
the entire single fixed point, both its solitary wave central 
peak and its shape in the outer regions (henceforth referred 
to as wings). Finally, in the conclusion, Sec. VIII, we briefly 
describe routes of the system to chaos as the system is further 
stressed and the fixed points have become unstable. Some of 
the results discussed within were reported earlier,I.3-5 to
gether with our related works. 6-8 

II. DEFINITION OF THE MAP 

The mathematical problem we study in this paper can be 
stated concisely. We study an infinite-dimensional map, 

Gn_d·,/)-Gn(·,/), (2.1) 

for a function Gn (x,z = l) defined by a sequence of initial 
value problems: 

. a I a2 

21 az Gn + / ax2 Gn + N(GnG~)Gn = 0, (2.2a) 

Gn (x,z = 0) = a(x) + Rei¢>Gn_ dx,z = I). (2.2b) 

Here n;;;. 1, Go = 0, (J,R,f/J,/) are given real parameters, and 
a(x) is a given function shaped like a Gaussian with maxi
mum A = a (0). Our goal is to find the behavior of the func
tion G" (x,/) as n -+ 00 • 

The physical origin of this mathematical problem is as 
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FIG. 1. Schematic of an optical ring resonator. A laser beam (Gaussian in 
X) enters through a partially transmitting mirror H, propagates a distance 
L1 through a nonlinear dielectric medium, is partially transmitted for detec
tion through the output mirror I while the remainder is fed back around the 
circuit (via mirrors I, J, K, and H) and added to the input beam. Mirrors J 
and K are 100% reflecting and serve only to direct the beam around the 
closed loop. For the purposes of mathematical convenience in the present 
paper, the return circuit is approximated by a simple linear phase shift. 

follows: Consider a ring cavity as depicted in Fig. 1. A laser 
beam enters this cavity, which is filled with a nonlinear di
electric, emerges from it, and is brought back to the entry 
point by a rectangular array of four mirrors. There it rein
forces the pump field and together they reenter the nonlinear 
medium. The goal is to predict the output field after many 
passes through the cavity. 

A sketch of the derivation of the mathematical model 
(2.2) is given in Ref. 3; a more detailed derivation is given in 
Appendix A together with references to the physical litera
ture. In the mathematical model, (2.2a) describes the propa
gation of the laser field down the nonlinear medium, while 
(2.2b) describes the return of the field to the reentry point. 
Here G n denotes the envelope of the electromagnetic field on 
the nth pass through the cavity, a(x) is the envelope of the 
input laser field, and x and z are coordinates in directions 
transverse and parallel to the direction of propagation 
through the medium. The parameter/is related to the Fres
nel number which measures the amount of transverse disper
sion or diffraction in propagation through the medium. The 
dynamics of the return path is accounted for by the factor 
Rei~, which involves mirror losses (R < 1) and a phase shift 
t/J. 

In this paper we study two nonlinear media, one with 
"saturable nonlinearity" 

N(GG·) = -1/(1 + 2GG·), 

and the other with "Kerr nonlinearity" 

N(GG·) = -1 + 2GG·. 

(2.3a) 

(2.3b) 

The latter is the first two terms in the Taylor series expansion 
of the former for small values of GG •. 
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The infinite-dimensional map (2.1) is the composition 
of two maps--one, (2.2b), is a dissipative discrete map that 
acts pointwise in x on the output Gn _ 1 (X,l) to produce the 
input Gn (x,O), while the second, (2.2a), is a conservative 
nonlinear wave equation that transports the field down the 
nonlinear medium. In our analysis we will utilize separately 
properties of each of these two components of map (2.1). 
For example, the nonlinear wave equation component will 
filter the field into coherent spatial structures, while the dis
crete dissipative map will select specific values for the ampli
tudes of these spatial structures. 

III. PLANE WAVE CASE 

In this section we begin our analytical study of map 
(2.2) by assuming the input field a(x), and therefore 
G n (x,z), is independent of x. In this case the infinite-dimen
sional map reduces to a two-dimensional one which is quite 
tractable. We will use this reduced, two-dimensional map to 
orient our study. (This x-independent situation is called the 
"plane wave case" because the wave fronts are planar, with 
no transverse curvature; it has been studied by many auth
ors, those in Ref. 9.) 

When G n is independent of x, the partial differential 
equation (2.2a) reduces to an ordinary differential equation 
that can be integrated explicitly. We find 

Gn (z) = exp[ (i/2)N(GnG~)z]Gn (0). (3.1) 

Notice that GnG~ is constant, independent of z. Writing 
gn = Gn (0) and inserting (3.1) into (2.2b) yields the map 

gn+ 1 = T(gn,g~) = a + R exp[i(t/J + N(gn~)l /2)]gn' 
(3.2) 

The plane wave map (3.2) is a one-dimensional complex, or 
a two-dimensional real, invertible map. Its inverse is given 
explicitly by 

gn = T-l(gn+l~+l) 

x (gn+l -a)/R. (3.3) 

Since the map T depends upon gn~' it is not analytic in gn' 
The map Tworks as follows (Fig. 2): First, the point g = gn 
is rotated through an angle () = (t/J + N(gg·)l /2) that de
pends nonlinearly upong; then the new point is moved along 
a ray toward the origin by a contraction factor R < 1; finally, 
the point is shifted toward the right by a positive real number 
a. This geometrical description of the action of the map T, as 
depicted in Fig. 2, makes the existence of fixed points plausi
ble. 

lmg 

~~ 
/~9)\ 

, 9 , , , , 
Reg 

FIG. 2. Complex g-plane sketch 
showing that the action of the plane 
wave map is a composition of a <I> ro
tation, <2> contraction, and Q) trans
lation [see Eq. (3.2) J. 
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The following physical argument also makes the exis
tence of fixed points plausible. Dissipation is present in the 
form oflosses at the mirrors [which, by the way, is the only 
loss mechanism modeled in map (2.2)]. Thus we expect 
fixed points to result from a balance between energy lost at 
the mirrors and energy injected through the constant pump 
field "a." 

Mathematically, the presence oflosses is seen by a calcu
lation of the Jacobian of map T: 

agR agR I [T(J 

[

aTR aTI 1 
IDgTI =det aT aT =-.-det 

_R_ __I 21lg1 Tigi 

agI agI 

=R 2< 1, (3.4) 

where T= TR + iT1,g =gR + igI = IglexpUO). Note that 
IDg T I = R 2 < I is constant in g and dissipative. 

Fixed points of T do exist. A fixed point g satisfies 

g = T(g,g*) = a + R exp[i(¢ + N(gg*)1 12)]g. (3.5) 

This equation can be analyzed as follows: 

r = r(gg*) =¢ + N(gg*)1 12, ( 3.6a) 

1_.!!...-=Reir=>{(1-alg )(l-alg*) =R2, 
g 2 - a(g + g*)lgg* = 2R cos r. 

These two equations quickly yield a single equation for gg*, 

cos r(gg*) = !(1IR + R - a2IRgg*). (3.6b) 

Using a rootgg* of (3.6b) yields the fixed point 

g = al(1- Reir ). (3.6c) 

Thus the fixed points are determined by (3.6b). These arise 
intuitively as follows: In the absence of nonlinearity and mir
ror losses, the cavity is described by the map 

gn+1 =a+exp[i(¢-112)]gn' 

The resonant response of this empty cavity is given by the 
conditionexp[i(¢ -112)] = I;Eqs. (3.6a) and (3.6b) con
stitute the generalization of this phase match condition after 
mirror loss and nonlinearity have been added to the system. 
Qualitative insight into (3.6b) may be obtained graphically. 
It is easiest to begin with the Kerr nonlinearity: 

I=gg*, N(l) = -I +2/, r(l) =¢-112+/I, 

cos r = !(1IR + R - a2IRI). 

The situation is sketched in Fig. 3. Figure 3 shows several 
points. 

(i) The parameter I, a dimensionless measure of the 
length of the nonlinear medium, primarily determines the 
number of fixed points which increases as 1 increases. 

(ii) In the situation depicted, there are three fixed 
points. For smaller input intensity a2

, the curve 
(R -I + R - a2 1 RI) rises faster and only one fixed point 
exists. For larger values of a2

, the same curve falls and only 
one fixed point remains. Thus the fixed points as function of 
a2 take on the familiar "hysteresis" shape of Fig. 4. 

(iii) The maximum possible switch-up intensity is 
bounded by 
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----!(R +R -')------------
1-

FIG. 3. Graphical construction to detennine fixed points of the plane wave 
Kerr map. For the case shown there are three fixed points located at the 
intersection points of the two curves. 

(3.7) 

While this switch-up is linear in a2
, there is the possibility of 

substantial gain for small mirror losses. 
For other than cubic nonlinearities, very similar proper

ties hold. For example, consider the saturable nonlinearity 
N(l) = - (1 + 2/) -I. A good way to picture the situation 
is as follows: First, sketch the curve (R + R -\ - a2 1 RI)/2 
[see Fig. 5(a)]. Then on a cos r curve find ¢ and ¢ -I, 
(¢ > I) [see Fig. 5(b)]. Finally, use the monotonic transfor
mation (3.6a) r(l) =¢ - [11(1 +2/)]1 to stretch the 
cos ( .) curve over the entire 1 axis (¢ -1=1 = 0, 
¢ = 1 = + 00) [see Fig. 5 ( c) ]. From this construction one 
sees that the qualitative features describe for the Kerr fixed 
points persist for the saturable nonlinearity. In particular, 
one again obtains a hysteresis curve like Fig. 4. To obtain 
more quantitative information about the fixed points, the 
transcendental equation (3. 6b) must be solved numerically. 
Next, we tum to a discussion of the stability of these fixed 
points. 

Consider the map T( . ), 

h = T(J,f*) =a +R exp[i(¢ +N(ff*)112)]J, 
(3.8) 

and linearize it about a fixed pointg. That is, writef = g + 7, 
h = g + h, and retain only linear terms in7,h: 

(hh*) = DgT(j.), (3.9a) 

where DgT denotes the derivative of Tat (g,g*), 

a 

FIG. 4. Hysteresis (bistable) re
sponse curve for the case repre
sented by three fixed points (see 
Fig. 3). 
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ar T ] I _ [(1 + i(l/2)N'(gg*)gg*)Re,T 
ar T* j.:!. - - i(l/2)N'(gg*)g*2e- irR 

i(/ /2)N'(gg*)~e'TR ] 
(1 - i(//2)N'(gg*)gg*)Re- ir . 

(3.9b) 

We recall that the Jacobian of T(g,g*) =detDg T=R 2; 
also, note that if (ft, v) denotes an eigenvalue, eigenvector 
pair of D g T, then so does (p *, w = (v! ,vT»). The eigenvalues 
(ft 1,J.t2) of D g T satisfy 

ftJ/.l2 = R 2 < 1, (3.lOa) 

ftl +ft2= [1 +i(//2)N'(gg*)gg*]Reir 

+ [1 - i(l/2)N'(gg*)gg*]Re- ir. (3.lOb) 

The fixed point g is linearly stable to forward iterations 
if and only if 1ft· I ..; 1, for j = 1,2. Here two cases arise: (i) ft 1 

J • 
andft2 both real, or (ii) ft2 = ftT. The second case of conJu-
gate pairs is always stable, since ftIft2 = ftIftT = R 2 < 1. 
Thus no "Hopfbifurcations" are allowed. In the first case of 
real eigenvalues, either both satisfy Iftj I < 1, or one satisfies it 
and the other does not. As an eigenvalueft crosses + 1, the 
instability which occurs is a "saddle-node" bifurcation. As 
an eigenvalue ft crosses - 1, a period-2 bifurcation occurs. 
Typical trajectories of the ft eigenvalues as the parameters 
change are depicted in Fig. 6. 

This linearized stability analysis can be applied to hys
teresis loops such as Fig. 4. In many instances, for lower 
values of the stress parameters a and I, one finds that the 
upper and lower branches are stable, while the intermediate 
branch is unstable. Thus we have the necessary ingredients 

(a) --!(R +R -')----------------

1-

-I 

FIG. 5. Similar graphical fixed point determination to that shown in Fig. 3. 
Here, however, the nonlinearity is saturable. (a) and (b) The right and left 
sides of the equality (3.6b); (c) the superposition of both. 
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I 
for an on-off optical switch.2 However, as the strengths of 
the parameters are increased, branches can destabilize to pe
riod doubling bifurcations although, in the case of the satu
rable nonlinearity, the upper most branch appears to be al
ways stable. 

Rather than continue the detailed algebraic analysis of 
(3.10) in order to study the linearized stability, we iterate T 
numerically. These studies are summarized in Fig. 7, which 
shows a bifurcation diagram as a function of the parameters 1 
and a2

• This diagram shows stable fixed points going unsta
ble to period-2 states, which in tum go unstable through a 
period doubling route to chaos. It also shows that different 
chaotic states (with different basins of attraction) can coex
ist at the same parameter values. 

Numerical experiments can be used to study these chao
tic attractors. For example, a sequence of iterates can be 
plotted on the complex phase plane, Fig. 8. This figure shows 
the leafy-Cantor-like structure which is now familiar in 
"strange attractors." 

Using global phase space methods,8 considerably more 
information can be obtained about the map T. In particular, 
it is important to understand the universal, self-similar prop
erties of this two-dimensional, invertible map in a class of 
maps which are the composites of a nonlinear rotation, a 
contraction, and a shift. However, for our purposes the more 
elementary analysis summarized here is sufficient. 

We close this section on the plane wave map by return
ing the reader's attention to its hysteresis diagram, Fig. 4, 
which will play an important role in the next section. 

FIG. 6. A sketch of the behavior 
of the plane wave map eigenvalue 
pair (J.l,,f.l2) near a (a) saddle 
node and (b) period doubling bi
furcation. 
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FIG. 7. Numerically generated bifurcation diagram in coordinates (al,/) 
for the plane wave map [Eq. (3.2)] (Ref. 8a). This diagram shows only a 
part of the full picture discussed in Ref. 8b. Two distinct period doubling 
routes to chaotic attractors are indicated by the unbarred and barred sym
bols respectively. [S(S)-stable fixed point, D2(D2)-period 2, 
D4{I54)-period 4, C( C)-chaotic attractors]. These attractors coexist in 
wide regions of parameter space. The cross-hatched region contains a peri
od-6 attractor that can coexist with attractors from either route (Ref. 8a). 

IV. NUMERICAL DESCRIPTION OF FIXED POINTS WITH 
TRANSVERSE STRUCTURES 

We turn to the original problem (2.2), with one-dimen
sional transverse effects included by considering an input 
field a(x) which has a Gaussian-like transverse profile, 

2i!...Gn +..!.. a
2

2 
Gn +N(GnG~)Gn =0, (4.la) 

az / ax 

(4.lb) 

8S 

-1 00 

- 35 1 30 

FIG. 8. Chaotic attractor numerically generated by iterating the plane wave 
map many thousaods of times for a fixed set of parameter values in region C 
of Fig. 7. 
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Clearly this infinite-dimensional map possesses a wide var
iety of potential responses depending upon parameter val
ues. We restrict these by focusing our attention (for the most 
part) on large Fresnel numbers [F = (In 2I41r)/ = 100> 1] 
and selecting the parameters t/J, I, and R in regions where the 
plane wave map has a hysteresis diagram such as Fig. 4. 

In Eq. (4.1a) the only coupling of a transverse segment 
of the beam profile to its neighbors occurs through the La
placian/-I axx ' For large Fresnel numbers and moderate 
transverse gradients in the input pulse,J-l axxa(x) -(a(x) 
and this coupling can be initially neglected. Initially, then, 
each transverse segment of the profile acts independently 
from its neighbors and its dynamic are determined by a local 
plane wave theory. Thus those points on the Gaussian profile 

for whicha(x) >a(x± ) =..[l'; (see Fig. 4) will switch up 
to the upper branch while those parts for which 

a (x) < a (x ± ) = ..[l'; will go to the lower branch. The center 
of the beam profile will switch up, while its wings will not. 
For the saturable nonlinearity, with parameter values set at 
[F= 100,/ = 2,t/J = 0.4, la(OW = 0.0375], this situation is 
shown in Fig. 9. The Fresnel number F is related to /by 
F [ (In 2) /411'] f In Fig. 9 we show that initial Gaussian 
profile, and the output profile after 23 passes through the 
nonlinear medium. Notice that the center of the profile has 
switched to the upper branch while the wings have switched 
to the lower branch according to the plane wave theory. 

However, now the two outer edges of the profile possess 
a steep gradient and, near x ~x ± ' the term/-I axx Gn is no 
longer negligible and the plane wave approximation is no 
longer valid. Numerical experiments (which solve the full 
partial differential equation) show what happen during this 
stage of the evolution. At the edges x ± narrow spatial rings 

of width ax = O(1/g) are generated (Fig. 10). Thesenar
row rings eventually fill out the region between x _ and x +. 
Once these spatial rings form and fill up the transverse pro
file, they persist and describe the large n asymptotic response 
of the infinite-dimensional map. These rings can become the 
steady state response of the system; that is, they can be stable 
fixed points of the infinite-dimensional map. 

2.1 

o 
x 

FIG. 9. Switched-on transverse beam profile G. (x,!) at iterate n = 20 of the 
infinite-dimensional map [Eqs. (4.1a) and (4.lb)]. The sharp gradients at 
x ± induce strong 10caI transverse coupling and should be contrasted with 
the smooth initial pump profile a(x) also shown in this figure. Parameters 
usedtogeneratethisandFig.lO:F= 100,/= 2,t,6 = 0.4,la(OW = 0.0375. 
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2~--------~r----------' 
(a) 

IGnl ~r----------'r--------' 
(b) 

o 0.8 

FIG. 10. Transient switching of the transverse profile G" (x,i) from the ini
tially broad and smooth pump profile a(x). (a) The development of the 
sharp gradient at the edges (x ± ) and saturation at beam center over the 
first 20 iterates ofEqs. (4.1a) and (4.1b). The initiation of the transverse 
spatial rings occurs at these sharp edges. These rings grow inwards towards 
beam center. (b) Iterates n = 20-40. 

For example, a fixed point does emerge from the tran
sient pictured in Fig. 9. This fixed point, as shown in Fig. 11 
at the 200th resonator pass, is a seven stationary ring pattern 
whose rings sit on a broad background or shelf which can be 
identified with the lower branch fixed point of the plane 
wave case. 

The number of rings can be controlled. For the saturable 
nonlinearity, we have observed 1, 3, 5, 7 stationary rings. 
The actual number of rings seems to be a function of the 
transient shape realized after - 20 passes; it is determined 
approximately by the number of rings of width 1/ ff which 
can fit in that portion of the beam which switches to the 
upper branch, i.e., number of rings aff (x+ - x_). Ournu
merical calculations show that the upper branch of the hys
teresis curve can be segmented into small bands in la(O) 1

2
, 

2.1 

o ~ __ ~ __ ~ __ L-~ 
-0.64 o 

x 
0.64 

FIG. 11. This figure shows the large n (n = 2(0) asymptotic state of the 
map which follows the dynamic evolution of the preceding figure. This sev
en-ring stationary pattern represents a fixed point of the infinite-dimension
al map [Eqs. (4.1a) and (4.1b)]. 
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FIG. 12. Hysteresis loop showing the relative disposition of stationary n
ring (n = 1,3,5,7) fixed points on the upper branch of the loop. In the gaps 
between the marked-off regions, the transverse profile never settles down to 
a stationary ring pattern but instead undergoes a complicated oscillatory 
motion as discussed in the text. 

where n spatial rings, with n an odd interger, are the stable 
steady states of the system. For example, the experiment 
with parameter values set at (F = 100, I = 2, ¢ = 0.4 ), the 
segment 0.008 < la(O) 12 <0.018 has a fixed point which con
sists of a single "ring," whose spatial profile has an ampli
tude which increases and a width ( -1/ ff) which decreases 
as la(O) 12 increases from 0.008 to 0.018. Increasing la(O) 12 
further, for example, to la(O) 12 = 0.025, so that it lies well 
beyond the switch-up point (a in Fig. 4) produces a station
ary three-ring structure. Between the n = 1 and n = 3 sta
tionary ring regions there exists a finite range of la(O) 12 
where one observes a slow recurrent oscillation between one 
and two or two and three ring patterns. Even numbers of 
spatial rings can appear initially, but they continue to oscil
late in a complicated manner on further circuits of the reso
nator. Whether the rings become stationary or not seems to 
depend on whether an odd integral number rings of width 

- 1/ ff can fit into the total area ofthe switched-on portion 
of the beam (see Fig. 9). The relative disposition of the n
ring stationary transverse spatial structures on the upper 
branch of the hysteresis is summarized in Fig. 12. 

We have carried out the following numerical experi
ment to establish the role of the external pump and dissipa
tion [Eq. (2.2b)] in stabilizing these transverse ring struc
tures. The stationary rings that developed after 200 
resonator passes were taken as initial values to the nonlinear 
evolution equation (2.2a) and propagated down a long tube. 
After a short distance, of the order of a few medium lengths 
in the resonator, the rings were observed to oscillate up and 
down in amplitude about their original stationary values. 
This demonstrates immediately that the map (2.2a) and 
(2.2b) acts to freeze out these rings structures. For three 
rings at la(0)1 2 = 0.025 (F= 100, 1=2, ¢ = 0.4) we ob
served the following behavior. Initially the rings appear to 
oscillate up and down but do not attain any noticeable veloc
ities. They appear to be trapped by the broad shelf which 
represents the plane wave lower branch fixed point. On 
further propagation the shelf becomes modulated and low 
amplitude rings develop. Once these are well formed the two 
large amplitude outer rings in the triplet begin to slowly 
propagate outwards, interacting nonlinearly with and pass
ing through their low amplitude neighbors. This behavior is 
reminiscent of soliton propagation. We tracked the evolu
tion until both outer rings reached the "1/ e" value 
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FIG. 13. Plane wave hysteresis loops for a Kerr (dashed) and saturable 
(solid line) nonlinearity. The parameters used to compute these curves are 
1= 2,; =0.6. 

(x = ± 1) ofthe original input Gaussian beam. The center 
ring just oscillates up and down. These experiments indicate 
that the rings are independent structures entrained as a con
sequence of the pump and dissipation terms in the map. 

As mentioned earlier, the rings sit on a broad back
ground which, since! is large, should have the height of the 
plane wave lower branch fixed point. To verify this, we con
sider the experiment with parameter values [F = 100, 
la(O) 12 = 0.008, I = 2, ¢> = 0.6]. For these values of I and ¢>, 
the plane wave hysteresis curves for both the saturable and 
Kerr nonlinearities are shown in Fig. 13. Using these hyster
esis curves, we compute how the wings of the transverse 
profile should behave. The prediction is compared with the 
actual transverse experiments for the saturable case in Fig. 
14 and shows perfect agreement. 

The switch-up mechanism is primarily controlled by the 
sizes of the Fresnel number F. This is illustrated in Fig. 15 for 
both the saturable and Kerr nonlinearities. For this figure, 
the parameters [I = 2, ¢> = 0.6, and la(O) 12 = 0.01] were 

0.5 

0.4 

0.3 

IGI 
0.2 

0.1 

FIG. 14. A plot of one-half of the spatial three-ring fixed point with the 
predicted plane wave fixed point curve (dash.ed) superim~ ~n ~e wing. 
The transverse wing and plane wave fixed pomt curve are mdistinguishable. 
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FIG. IS. Four cases showing detailed switch-on behavior of the beam 
G. (x,/). Cases (a) and (b) correspond to Kerr and saturable nonlinearities 
with F= I, while (c) and (d) represent the same nonlinearities with 
F = 100. Parameters used are given in the text. 

chosen, and for each nonlinearity, two experiments--one at 
F = 1 and a second at F = l00-were conducted. Notice the 
absence of a flattop in the beam profiles for F = 1. Although 
the switch-up procedure is predominantly determined by the 
size of F and is very similar for both nonlinearities, Fig. 15 
does indicate that the beam grows in a somewhat more con
trolled manner in the saturable case. 

The Fresnel number F also plays a major role in deter
mining the width of the upper branch rings. When Fis large, 
these rings are skinny and tall. For example, with F = 100, 
la(O) 12 = 0.008, 1= 2, ¢> = 0.4, the situation is as shown in 
Fig. 16. 

We close this section by describing some of the differ-

1.5 

1.0 

G 

0.5 

3 

FIG. 16. An example of a three-ring fixed point showing the narrow rings 
sitting on a broad shelf corresponding to the lower branch plane wave fixed 
points (see Fig. 14). 
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1.0 

IGlo.5 

FIG. 17. An example of a single-ring Kerr fixed point at parameter values 
F = 0.8, 1 = 1.5, ¢J 0.4, and a(0)2 = 0.003. 

ences that we have observed when the saturable nonlinearity 
is replaced by the Kerr nonlinearity. Generally, both the 
evolution of the beam and the final asymptotic states are 
much more sensitive to the pumping amplitUde in the Kerr 
case. First, it is difficult to achieve a single-ring asymptotic 
state in the Kerr case. The only region on the upper branch 
where a single-ring shape appears to arise is at the extreme 
left near the switch down point. In Fig. 17 we show one such 
single-ring profile for [F = 0.8, I I.S, <p = 0.4, 
la(O)j2 = 0.003]. Second, fixed points are more difficult to 
achieve. As la(O) 12 is increased, extra rings do appear, but 
the beam approaches an oscillatory state rather than a fixed 
point. This state resembles an exact multisoliton solution of 
the integrable (Kerr) nonlinear SchrOdinger equation. It 
should be contrasted to the multiring fixed points which 
arise in the saturable case and which appear to be phase
locked individual entities. To emphasize the distinctions we 
propagated both asymptotic states down an extended tube. 
In the Kerr case, the asymptotic state of the resonator per
sisted as a coherent transverse structure which did resemble 
(in one case at least) an analytically generated two-soliton 
waveform. On the other hand, in the saturable case, the indi
vidual rings did not remain locked together as they propa
gated down the long tube; instead, they drifted apart at dif
ferent velocities. 

We can conclude from these numerical studies that the 
asymptotic dynamical states for the field on the upper hys
teresis branch differ significantly for saturable and Kerr 
nonlinearities. In the Kerr case, fixed points are rare; the 
asymptotic states then to be oscillatory. They also depend 
rather sensitively on the pumping amplitUde. The saturable 
case has more controlled, more stable asymptotic responses. 

V. SOLITARY WAVE REDUCTION OF THE MAP 

A. Solitary waves 

Known theory for the nonlinear wave equation (4.1a) 
indicates that the transverse rings should be solitary waves 
provided the nonlinear medium is sufficiently long. (Soli-
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tary waves are the asymptotic states of the propagation equa
tion. 10) A particular solitary wave is a solution of ( 4.1a) in 

the form (y = .J1 x) 

Gs (y,z;A.) = S(Ay;A. )ei[(,t' - \)Z/21, 

where S( B;A.) is a real, even solution of 

Soo -S+ (1/A2)[1 +N(S2)]S=0, 

(S.1) 

(S.2) 

which vanishes as B .... 00. The general solitary wave is a four
parameter family of solutions of ( 4.1 a) , 

Gs (y,z;A.,y,a,v) 

= S [A(Y - a - vz);A. ]ei[VY+ (,t' - 1-"»z/2+ rl, (S.3) 

which can be obtained form the particular solution (S.I) by 
using the symmetries of phase, translation, and Galilean in
variance. In this work it will be sufficient to consider the 
two-parameter family 

Gs(Y,z;A.,y) =S(Ay;A.)ei[(,t'-I)(z/2)+rJ, (S.4) 

because the transverse profiles are symmetric about the 
beam axis. (We prove a posteriori that this symmetry re
mains unbroken when the stresses are applied to this cavity.) 
The parameter A determines the amplitude and width of the 
solitary wave, while y determines its phase. 

In the case of the Kerrnonlinearity [1 + N(S2) = 2S 2
], 

the solitary wave takes the explicit form 

S(B;A.)=AsechB, B=Ay. (S.5) 

Here A certainly determines the amplitude and width of the 
solitary wave. For more general nonlinearities, one must 
study the differential equation (S.2). We illustrate for the 
saturable case where 

1 + N(S2) = 1 - 1/(1 + 2S 2
) = 2S 2/(1 + 2S 2

). 

(S.6a) 

Introducing a potential V(S), which for this saturable case 
takes the form 

V(S) =(_1 __ 1)~ __ I_ln(1 +2S2) (S.6b) 
A2 2 4A2 ' 

the differential equation (S.2) may be rewritten as 

Sit = -~ V(S). (S.6c) as 
This equation has the immediate "energy integral" 

~/2 = E - V(S). (S.6d) 

The potential V(S) is sketched in Fig. 18. From this sketch 
of V, we see that E must be chosen as zero if we are to satisfy 

FIG. 18. Sketch of the potential V(s) for the saturable nonlinearity. 
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8 

FIG. 19. Sketch ofthe solitary wave shape derived from the potential in Fig. 
18. 

the boundary condition at () = 00, and that the parameter A. 
may take any value in the range 0 <A. < 1. (No solitary wave 
exists for A. > 1.) With these considerations the qualitative 
shape of the solitary waveS(();A.) is sketched in Fig. 19. The 
amplitude Sm = Sm (A.) is determined from 

(5.6e) 

and is a monotone increasing function of A. as A. runs from 0 
to 1. 

B. Numerical comparison of transverse profile with 
solitary waves 

In this section we fit solitary waves to the transverse 
profiles which are fixed points of the infinite-dimensional 
map. These fixed point profiles are generated by solving 

-0.10 

1.0 

IGlo.5 

(a) 

0.10 

(b) 

FIG. 20. Comparison of numerically generated single-ring fixed point 
shapes (solid curves) with solitary waves shapes (dashed curve), of the 
same amplitude. (a) Saturable nonlinearity [F = 100, 1 = 2, ~ = 0.4, 
la(·)1 2 =0.008]. (b) Kerr nonlinearity [F=0.8, 1= 1.5, ~=0.4, 
la(')1 2 =0.003]. 
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(4.1a) and (4.1b) numerically. First, we describe the satura
ble case. Typical results are depicted in Fig. 20 (a). There we 
show a transverse intensity profile generated by solving 
(4.1a) and (4.1b) with parameters set at F= 100, 1=2, 

</J = 0.4, la(') 12 = 0.008 (for single soliton). The profile 
shown is that of the 200th pass, by which time all transients 
have died out and the profile is certainly a fixed point. In this 
case, the profile consists of a single pulse on top of an almost 
flat background. The pulse is accurately represented by a 
solitary wave as the figure shows. To obtain that fit, we seleet 
the amplitude parameter A. to agree with the numerical peak 
and solve Eq. (5.2) with appropriate boundary conditions. 
The wings of the actual profile do not approach zero as does 
the solitary wave; rather, as established in Sec. IV, they ap
proach the lower branch height of the local plane wave hys
teresis curve. 

Turning to the case of Kerr nonlinearity, it is more diffi
cult to find parameter values for which the map has fixed 
points. One such fixed point is shown in Fig. 20(b) where we 
choose F= 0.8, la(OW = 0.003, 1=1.5, </J = 0.4. The 
dashed curve is the exact soliton solution which has the same 
amplitude as the observed fixed point. The two curves agree 
very well except at the wings. As mentioned above, if the 
input intensity is raised, the wings begin to grow and interact 
with the central peak. Then the whole profile starts to oscil
late. With these parameter values we have not observed mul
tiring fixed points like those obtained in the saturable case; 
rather, the oscillations seem to persist indefinitely. 

The numerical experiments just described show that the 
central part of the transverse fixed points are well approxi
mated by solitary waves. However, the correct amplitUde 
parameter has been chosen by a numerical fitting procedure. 
Next, in Sees. V D and VI, we determine the correct ampli
tude parameter analytically. 

c. Solitary wave prOjection formalism 

We will use solitary wave perturbation theory to reduce 
the infinite-dimensional map (4.1a) and (4.1b) to a two
dimensional map. First, some background material. We con
sider the nonlinear wave equation 

2i!.- G + Gyy + N(GG *)G = 0, az 
a solitary wave solution 

(5.7a) 

Gs = S(A.y;A.)ei[(A'-I)Z121, (5.7b) 

and the linearization of the nonlinear wave equation about 
the solitary wave (G = Gs + G, IG 1..( 1), 

2i!.- G + Gyy + [N(S2) + N'(S2)S2]G az 
+ [N'(S2)G;]G* = O. (5.7c) 

Symmetries of the nonlinear equation (5.7 a) generates solu
tions of the linear equation (5.7 c) . In particular, the general 
solitary wave (5.3) yields four solutions of (5.7c): 

G(l)=~Gsl aa 0=0. v=O. 

G(2)=~Gsl 
ay 0=0. v=O. 

, 
y=o 

y=o 
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G(3) =!.... G I ' (5.8) au S a=O, v=O, r=O 

G(4)=~G I . 
aA S a=O, v=o, r=O 

A basis of generalized solutions of the linear equation 
(5.7c) exists in which the four solutions (5.8) span a distin
guished four-dimensional subspace. In a sense this four-di
mensional subspace forms the "soliton component" of the 
phase space. The details of this decomposition may be found 
in Appendix B. 

D. Solitary wave reduction of the map 

Armed with the spectral machinery as described in Ap
pendix B, we return to the infinite-dimensional map (4.1) 
and consider the possibility of a solitary wave reduction. 
Given the laser field at the entry point z = 0 to the nonlinear 
medium, we would like to predict which solitary wave 
emerges at the exit point z = I. For this problem to have an 
answer, the medium must be long enough (l sufficiently 
large) that the nonlinearity has time to filter the laser field 
into its asymptotic solitary wave profiles. We restrict our 
attention to such sufficiently long cavities. Under this re
striction a global answer to our problem is known for the 
Kerr nonlinearity. That is, given any initial data, one can 
predict, using the inverse scattering transform, exactly 
which solitons emerge at the end of a Kerr medium. Unfor
tunately, this mathematical transform method does not ap
ply to more realistic saturable media, and we must content 
ourselves with a more local problem: For initial data close to 
a given solitary wave, can we predict which modified solitary 
wave emerges? This problem takes the mathematical form 
(for small E) 

2iGz + Gyy + N( IG 12)G = 0, 

G(y,z = 0) = Gs (y,O;A.,y,a,v) + EGin (y). 
(5.9) 

Which solitary wave emerges? That is, what are the values of 
its parameters? 

In general, these output parameters are not equal to 
their input values because some of the solitary wave which 
emerges is hidden in the perturbation EGin of the initial data. 
To see this, assume for the moment that the solitary wave 
which emerges is equal to the input solitary wave and seek a 
solution of the form 

G(y,z) = Gs (y,z;A.,y,a,v) + EG(y,z), (5.10) 

where to first order in E, G satisfies the linear equation 
(4.7c). One solution of this equation is 

a 
aA Gs (y,z;A.,y,a,v); 

thus the G(y,z) can be written as 

a ... 
G(y,z;A.) = Gs (y,z;A.) + CE aA Gs (y,z;A.) + EG, 

for some constant C which must be determined by the initial 
data Gin' But this equation can be rewritten as 

G(y,z;A.) = Gs (y,z;A. € =A + EC) + EG, (5.11 ) 

by a Taylor series expansion of Gs ( • , ';A. € = A + EC). The 
solitary wave that emerges has a new parameter A € 
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= A + EC, and we must compute its correction C in terms of 
the initial data Gin' 

This calculation proceeds as follows: Motivated by 
(5.11), we replace (5.10) by an ansatz of the form 

G(y,z) = Gs (y,z;A. €,y,a€,v€) + EG(y,z). (5.12) 

This amounts to linearizing about the solitary wave which 
eventually emerges. At this stage in the calculation we do not 
know the values of the parameters A €,y,a€,v€. These must be 
computed. Now G satisfies the linear problem (5.7c) with 
initial data 

G(y,z = 0) = Gin (y) + (liE) [Gs (Y;A.,y,a,v) 

- Gs (Y;A. €,y,a€,v€) ] 

= Gfn (y). (5.13) 

We choose the parameters A €,y,a€,v€ by demanding that, to 
first order in E, the G(y,O) contain no solitary wave. This is 
accomplished by demanding the G(y,O) be orthogonal in an 
appropriate sense (see Appendix B) to the four solutions 
(5.8). Explicitly, we write 

G(y,z) = g(y,z)i[VY + [(A' - 1- "')/2Iz+ rl, 

g=U+iV, g=(~). 
and demand 

(S€,U( ',0») = (S€,Reg(·,z = 0») = 0, 

(yS€,U( ·,0») = (yS€,Reg(',z = 0» = 0, 

(S;,V( ',0») = (S;,Img(',z = 0») = 0, 

(yS; +A €S1,V(',0») 

= (yS; +A €S1,Img(',z = 0») = 0, 

where 
g(y,O) = e-i[vY+rIGfn (y). 

(5.14) 

We now apply criteria (5.14) to the map for the optical 
bistability problem: 

2i!....Gn+ 1 + Gn+l,yy +N(IGn+112)Gn+1 =0, az 
(5.15) 

Gn+ 1 (y,0) = a(y) + Rei4>i[[(A!-I)/2)1+r·]S(Any;A.n)' 

In writing (5.15), we have assumed that the output of the 
nth pass down the nonlinear medium is a pure solitary wave. 
All other modes, such as radiation, have been neglected. In 
addition, we have elected to examine an output which is 
symmetric about the y = 0 axis. Thus the parameters a and v 
may be ignored by symmetry considerations. Since R = 1 
and a« 1, initial data (5.15b) may be treated as a small per
turbation of a solitary wave. (Here the phase factor 
[t/J + (A! - 1)//2 + Yn] merely changes the phase in the 
solitary wave.) We use (5.14) to predict values for the pa
rameters of the solitary wave that emerges after the next 
pass: 

(Sn+ I ,sn+ I) = (An+ I>Sn+ I )cos Yn+ I 

+ R cos r n,n + I (Sn + I ,sn.n + I ), 
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o = - (An + 1 ,pn + 1 )sin Yn + 1 

+ R sin r n.n + 1 (Pn + 1 ,sn.n + 1 ), (5.16) 

where 

An+' =a(OIAn+, ), 

Sn+1 =S(O;An+')' 

r n.n+1 =<,6+ (Yn -Yn+d + (//2)(A; -1), 

Sn.n+ 1 = S(An O IAn + ,;An)' 

Pn+1 =_1_ 0S/J(0;An+d +~S(O,A)I . 
An+1 aA -<=-<n+l 

(5.17) 

Equation (5.16) defines a two-dimensional real map on 
the solitary waves parameters (A,y): 

(An,Yn) ..... (An + 1 ,Yn + I)' (5.18) 

We have used solitary wave perturbation theory to reduce 
the infinite-dimensional map (3.1) to a two-dimensional one 
(5.17). 

The equation for the fixed points (A,y) is much simpler 
than the map itself, 

(S,s) = (A,S) cos Y + R cos r(S,S), 

0= -(A,p)siny+Rsinr(p,s), 

where 

S = S(O;A), A = a(O IA), 

(5.19) 

r=<,6+ (//2)(A 2 -1), p=.!....OS/J +~S(O;A). 
A aA 

VI. REDUCED MAP ON THE PARAMETERS OF THE 
SOLITARY WAVE 

The main result of Sec. V is the map 

(An,Yn) ..... (An+I'Yn+l) (6.1) 

on the amplitude and phase parameters, which is given expli
citly by (5.16). The fixed points of this map satisfy (5.19); 
thus (5.19) predicts the parameter values for the solitary 
wave that finally emerges after many passes through the 
nonlinear medium. 

A. Reduced map-saturable case 

In general Eq. (5.19) for the fixed points is quite implic
it. First, we solve it numerically for the saturable case. Typi
cal results are shown in Fig. 21. We emphasize that there are 
no free parameters in this theory. The theory rigidly predicts 
the amplitUde of the solitary wave that emerges. The results 
(Fig. 21) are very accurate. 

B. Reduced map-Kerr case 

In the Kerr case, much more can be done analytically, 
primarily because of the explicit formula for the solitary 
wave, 

S(O;A) =A sech O. (6.2) 

Using this formula we place the reduced map (5.16) in the 
form 

An+ 1 =As(An+ 1 ) cos Yn+ 1 

+ RB. (AnIAn+ 1 )cos(rn.n+ 1 >An' 
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FIG. 21. Comparison of solitary wave fixed points (dashed curves) of the 
reduced map [Eq. (5.19)] with the numerically generated shapes for a 
saturable nonlinearity. (a) Comparison with the single-ring shape (solid 
curve) [F=200, 1=2, t,6 = 0.4, a(O) =0.1]. (b) Comparison with the 
central ring of the seven-ring fixed points [F = 200, 1 = 2, t,6 = 0.4, 
a(') =0.19] (see Ref. 3). 

0= -Ap (An+ 1 )sin Yn+ 1 (6.3) 

+ RBp (AnIAn+ 1 )sin(rn.n+ 1 >An' 

( An) 1 J ( An
O 

) Bs -- = - sech 0 sech -- dO, 
An+1 2 An+1 

Bp(~) =J(OSeChO)/J sech( An
O 

)dO, 
An+1 An+1 

r n.n+ 1 =<,6+ (Yn -Yn+d + (//2)(A; -1). 

Map (6.3) should be compared with the plane wave map for 
the Kerr nonlinearity: 

- +R i[~+(1/2)(2IgnI2-1)1 
gn+1 -a e gn' 

which may be rewritten in the form (g = Aeir ) 

An+ 1 = a cos Yn+ 1 + R cos(rn.n+ 1 >An' 

0= -asinYn+' +R sin(rn.n+ , >An. 

(6.4) 

(6.4') 

In this Kerr case, the map on solitary wave parameters, 

An + 1 = As (A .. + 1 )cos Yn + 1 

+ RBs (AnIA .. + 1 )COS(rn ... + 1 )A .. , 

0= -Ap (A .. + 1 )sin Yn+ 1 

+RBp (A,./An+ 1 )sin(r ..... + 1 )An, 

(6.3) 

and the plane wave are very similar. The main difference is 
that constants in the plane wave case are replaced by projec
tions over solitary wave profiles. These projections make the 
map (6.3) slightly more implicit than its plane wave coun
terpart because of the dependence on A .. + 1 on the right
hand side. More importantly, a symmetry in the plane wave 
map [a cos Y .. + l' - a sin Y .. + 1] is drastically broken by 
these projections. To see this, realize that the solitary waves 
which evolve are typically narrow when compared to the 
input Gaussian. In this case, the projections of the Gaussian 
a(y) can be estimated: 
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FIG. 22. Fixed points of the reduced map for the "constant Kerr" case [Eq. 
(6.6) ]. 

As(A) = ~ fsechOa(~)dO=; a(O), 

Ap (A) = (0 sech O)oa(O /A)dO=O. 
(6.5) 

We use this calculation to introduce a third map, which we 
call the "contant-Kerr" case [a = a(O)]: 

An+l = (17l2)a cos rn+ I 

+ RB. (An/An + I )cos(r n,n + 1 )A", 

0= +RBp (A"/An+ 1 )sin(r,,,n+l)An. 

(6.6a) 

This last map is rather easy to analyze. Its fixed points 
(A,r) satisfy 

A = (1T/2)a cos r + R(cos rM, (6.6b) 
0= (SinnA, r=tP+ (//2)(A 2 -l), 

which can be solved explicitly to yield 

A = 0, r = j1T~Aj = ~ 1 + 2(j1T - tP )/1 , 

cos rj = (2/1Ta) [1 - ( 1 )jR JAr 
(6.6c) 

These are sketched in Fig. 22. Notice that the only a2 depen
dence is a lower cutoff which guarantees Icos rj 1< 1. These 

A =Al#O, r= rj' 

5 

(a) 

---/ --------------------------------~----

" 

(b) 

" ---7~----~---------------------------~----
" ,. 

OIL-------------------------~8 
0 2 

FIG. 23. Fixed points of the reduced Kerr map [Eq. (6.3)] showing the 
breaking of degeneracy by the transverse spatial dependence of a ( . ). (a) 
F= 5, tfl =0.4, 1= 2.0, R =0.9. (b) F= l,tfl = 0.4. J= 2. R =0.9. 

cutoffs are the maximum-minimum responses of the plane 
wave map, Eq. (3.7). Notice also that each curve, except 
A = 0, stands for two fixed points (Aj , ± rj ). As approxima
tion (6.5) is removed, this degeneracy is broken and the 
curves develop a dependence on the amplitude a2

• These are 
pictured in Fig. 23. Next, we linearize this map about a fixed 
point (Aj,rl): 

(~n+l) (~n) - = T(A,r) - , 
rn+ I rn 

(6.6d) 

where 

[ 

-/(1Ta/2)A sin r + ( - lYR /2 
T(A,r) = (1 + ( lY+ lR /2) 

IA 

- (1Ta/2)sin r 1 
(1 + (- :y+ 1R/2) . (6.6e) 

Now the Jacobian at this fixed point is given by 

det T(A,r) = (-l)lR/2/[l (-1)lR/2]. (6.6f) 

This is approximately equal to R 2 ifj is even and far from R 2 

if j is odd. For this reason, we restrict our attention to the 
even values ofj. For evenj, the eigenvalues of T satisfy 

ft2 _ 1 - (/1Ta/2)A sin r I/. + R /2 = O. 
l-R/2 r- l-R/2 (6.6g) 

As in the case of the plane wave map, these eigenvalues are 
either both real or are conjugates of each other. In the latter 
case, they always satisfy 1ft I < 1, and hence the correspond
ing fixed points are stable. When the eigenvalues are real, 
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they satisfy ft tf..t2 = R / (2 - R). They both can be less than 1 
or one can pass through either + 1 or - 1. The latter case 
indicates a period doubling instability of the fixed point. 

Consider a fixed point (Aj,r}) and its sister (Ai' - rj)' 
We call (Ai ,1j >0) the "lowerjth branch" and (Ai' - rj) 
the "upper jth branch" because of their locations once the 
degeneracy is split by removing (6.5). One can show that the 
lower branch is always unstable. The upper branch has the 
stability depicted in Fig. 24. A curve can be drawn, to the 
immediate right of which a period-2 bifurcation occurs (Fig. 
24). Some parameter values at which the period-2 bifurca
tion occurs are listed in Table 1. 
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FIG. 24. Stability of the upper branch of the eigenvalue pair as a function of 
increasing pump intensity o( • )2 for the "constant" Kerr map. The eigenval
ue pair is denoted by p along the horizontal line. The period doubling bifur
cation occurs at 0 2_ I (p I - 1). 

When a is nonconstant, the approximation (6.5) applies 
no more and the fixed point of the map (6.3) has to be evalu
ated numerically. To be consistent with (2.2a) and (2.2b), 
we choose a(y) = a(O)exp[ - [In 2I41rFl]y2]. A result of 
such computation is shown in Fig. 25 where the solitary 
wave fixed point is plotted as a dashed line and, for compari
son, the plane wave fixed point is also plotted in a solid line. 
The parameter values are F = 0.8, 1= 1.5, </J = 0.4. 

Keeping the same parameter values, we solved the equa
tion numerically and compared resulting fixed points with 
analytical ones. Two such attempts are shown in Figs. 26 and 
27, where dashed curves represent predicted solitary wave 
fixed points. In the first case, the relative error in amplitude 
is about 2.9%; in the second case, it is about 6.7%. 

The discrepancies come from two sources. One is that 
the observed fixed points are not pure solitons but rather a 
combination of a single soliton and a lower branch fixed 
point in the wings, where the latter presumably "pushes up" 
the former resulting in a larger amplitude than the predic
tion. The other is more subtle. In deriving the map we as
sumed the form (5.10), where at each pass the boundary 
condition is updated by a soliton plus a small perturbation. 
Since the explicit expression of this perturbation term is 
known in our formalism, we can compute its size relative to 
the soliton. The computation shows that for certain param
eter values its size becomes large. The region where the per
turbation stays small turns out to be confined to the leftmost 
part of the hystersis curves, which is shown shaded in Fig. 
28. The crosses in the same figure represent the observed 
fixed points. At the "tip" of the curve the relative size of the 
perturbation becomes minimum, where we expect the best 
fit. 

TABLE I. Parameter values for period-2 bifurcations. 

75 

j=O 
j=2 
j=4 
j=6 
j=8 

j=O 
j=2 
j=4 
j=6 

; 0.4, 1=217', R = 0.9 

0 2_ I = 0.0506 
0 2_ I = 0.0260 
aZ_ I = 0.0282 
0 2_ I = 0.0338 
0 2_ I = 0.0406 

; 0.4, 1= 2, R = 0.9 

aZ_ 1 =0.677 
0 2_ I = 0.0867 
aZ_! = 0.0841 
a2

_! = 0.0994 
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FIG. 25. Comparison of the numerically generated fixed point curve of the 
reduced Kerr map (dashed) with the corresponding fixed point curve of 
plane wave map (solid). Parameters: F= 0.8 (dashed curve). 1=1.5, 
; = 0.4, and R = 0.9. 

Numerical experiments such as these establish that, 
when solitary wave fixed points occur, their amplitUdes (and 
widths) are accurately predicted by the reduced maps, 
(5.19) in the saturable case and (6.3) in the Kerr case. How
ever, the experiments also show that the stability of these 
fixed points is not accurately captured by these reduced 
maps. Accurate stability calculations require the inclusion 
of more degrees of freedom than just the (two-parameter) 
solitary wave ansatz. Stability calculations are discussed in 
Ref. 4. 

VII. ANALYTICAL FORMULA FOR SOLITON PLUS FLAT 
BACKGROUND 

In this section we derive an analytical solution of the 
nonlinear SchrOdinger equation with Kerr nonlinearity 
which consists of a soliton plus a flat background. This solu
tion has enough freedom to fit both a central peak and wings 
of the fixed point profile. For simplicity, consider 

iqt + qxx + 21ql2q = O. (7.1) 

which can be easily transformed into (2.2a). We apply a 

1,0 

IGlo.5 

FIG. 26. Comparison of numerically generated fixed points of the infinite
dimensional map (solid curve) with the corresponding fixed point of the 
reduced Kerr map (dashed curve). Same parameters are used as in Fig. 2S 
with a( • )2 = 0.003. 
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1.0 

FIG. 27. Similar fixed point comparison as in Fig. 26 except that 
a(·)2 = 0.004. The increased discrepancy between fixed points is evident 
with increasing a(' )2. 

Backlund transformation from the flat background solution 
qo = Ke'21K I't of (7.1) to create the desired formula. 11 

The Lax equations in this case reduce to the following 
pair of Riccati equations: 

ax = q~a2 - 2ita + qo' 

at = - Ca2 +2Aa +B, 

where 

A = - 2it2 + iq~~, B = 2qot + iqo.x, 

C = - 2q~t + iq~x, t = 5 + i'T]. 

Then the new solution q of (7.1) becomes 

q=qo+4'T]a/(l + laI 2
). 

Solving (7.2a) and (7.2b), we get 

q = K + 4'T](f +B 1/12) e2ilKI2t 
1/12 + 11 +B112 ' 

where 

1= K * /2iw + e2iw(x + ,t) + n, 

B=i(t-w)/K*, 

w = (t 2 + IK 12)1/2, 

.n = const. 

(7.2a) 

(7.2b) 

(7.3) 

(7.4a) 

(7.4b) 

We can show (1) as K -0, q reduces to a single soliton for
mula; (2) for the special case where t = i'T] and 'T]2> IK 12, 
limx_ ± 00 Iql = IK I. Also, we have checked, by direct sub
stitution, that is indeed a solution. The periodic behavior of 
this solution is shown below. 

The characteristic oscillation of the center and wings 
seen in Fig. 29 has been observed in actual fixed points as 
they propagate through an extended medium. Numerical 
fits have been difficult and we are unable to present them 
here. Nevertheless, formula (7.4) provides us with an analy
tical solution which has enough freedom to describe the 
complete profile of the single solitary wave fixed point, in
cluding both its central peak and its wings. 

VIII. CONCLUSION 

In this first of a series of papers, we have studied the 
dynamics of an electromagnetic field in an optical ring cav-
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FIG. 28. Upper branch soliton fixed point curve of the reduced Kerr map. 
The dot-dashed part denotes the region over which the perturbation is 
smaIl (see text). The two crosses denote the numerically generated peak 
intensities. (A. 2 = G 2) from the infinite-dimensional Kerr map. 

df 

ity. In the present article our studies have been restricted to 
one transverse spatial dimension. Specifically, we have iden
tified numerically generated fixed points of an infinite-di
mensional map (which models the physical problem) with 
fixed points of reduced maps in the solitary wave (soliton) 
parameters, for saturable (Kerr) nonlinearities. A math-

IGI 

-4 

x 

t =.2.r 
B 

4 

FIG. 29. Time evolution of the analytic solution to a soliton plus flat back
ground (dashed curves) over a single period T of oscillation. The solid 
curves represent the superposition of both pieces. 
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ematical projection formalism has been developed to derive 
the reduced maps, the fixed points of which accurately pre
dict the output field shapes for the saturable case and give 
good agreement over a more restrictive parameter range in 
the Kerr case. In the saturable case there is little freedom in 
the natural state of propagation which seems to produce, in 
the full map, spatially isolated entities which phase lock. In 
the Kerr case there are many independent N-soliton states of 
propagation which complicate the 'response in the full map. 
This rich variety of states makes the projection onto a single 
solitary wave much less robust in this latter case. 

Stability of these fixed points will be addressed in a fu
ture publication. As a fixed point loses stability because of an 
increased stress, the output experiences a fascinating transi
tion into a modulational chaos. Correlation of this temporal 
chaos with additional transverse spatial structure is current
ly under investigation. Preliminary results may be found in 
Ref. 2. 

The situation in two (2) transverse dimensions is even 
more interesting. Coherent spatial structures again play a 
central role, but the chaotic state is much more severe. Pre
liminary results are summarized in Ref. 2. 

APPENDIX A: PHYSICAL AND MATHEMATICAL 
DESCRIPTION OF THE DYNAMICS OF RING CAVITIES 

In this appendix, we provide, for the readers' conven
ience a derivation from the first principles of the model equa
tion. Much of this material can be found in texts on quantum 
optics, each with their own notation. 

The geometry of the problem is a ring cavity in which 
the signal always propagates in one direction only. The dy
namics of the electromagnetic field and the nonlinear medi
um are described by the Maxwell-Bloch equations. 

If the displacement field D is written as E + 41rP 
(Gaussian units are used throughout), where E is the elec
tric field vector and P the polarization induced by E, then E 
satisfies 

V2E-~ a
2
E = 41r a

2
p -41rV(V.P). (AI) 

c2 at 2 c2 at 2 

The polarization P induced by the electric field is caused by 
the excitation of the atoms in the medium into a higher ener
gy state. We assume a two-level medium in which the elec
tron can occupy one of two states, a or b. (Spontaneous 
emission from the higher energy state is important and ac
count will be taken of this type of loss). The electron wave 
function is written 

'I'(r,R,t) = a(r,t)tPa (R) + b(r,t)tPb (R), (A2) 

where the eigenstates tPa,tPb are normalized such that 

f tP:tPb d R = 6ab , e f RtP:tPb d R = e f RtPa tPb d R = p. 

(A3a) 

Symmetry of the states tPa,tPb implies 

f RtPatP: dR = f RtPbtP: dR = O. (A3b) 

The positive vectors r and R refer to the center of the atom 
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e 

FIG. 30. An atom in the laboratory 
frame of reference: nucleus at r and 
electron at r + R. 

and the relative position of the electron, respectively (see 
Fig. 30). The polarization per atom is 

ef R'I''I'* dR = p(ab * + a*b). (A4) 

The wave function 'I' satisfies the Heisenberg equation 

ih a'I' = (Ho + U)'I', (AS) at 
where the Hamiltonian H = Ho + U consists of an unper
turbed component Ho, 

HotPa = hltJatPa, HOtPb = hltJbtPb' (A6) 

and a potential Uinduced by the field E(r,t), 

U= -eE·R. (A7) 

From (AS) and (A2), the probability amplitudes satisfy the 
equations 

at = - iltJaa + [(IE·p)lh ]b, 

bt = - iltJbb + [(IE·p)lh ]a. 

(ASa) 

(ASb) 

We will delay the introduction of the losses due to spontane
ous emission until the subsection entitled homogeneous 
broadening, but we stress that the situation studied in this 
paper is dominated by their relaxation effects. 

Our first goal is to develop equations for the quadratic 
quantities 

Qr = ab * + a*b, Qi = i(ab * - a*b), 

7J = aa* - bb *, 
(A9) 

which measure polarization, its conjugate, and the popula
tion inversion of the system. If there is no net loss from the a, 
b states, then the probability of finding the atom in one of the 
two states is unity, 

aa* + bb* = 1. (AlO) 

A value of 7J = - I means that all the atoms are in the lower 
state b. 

In order to write equations for Qr, Q/,.and 7J it is conven
ient to remove the ultrafast time scale (ltJa + ltJb )/2)-1 
from the dynamics of the probability amplitudes a and b by 
setting 

(All) 

(A12) 

where ltJab = ltJa -ltJa is of the same order of magnitude 
(_lOIS sec-I, corresponding to a wavelength of 6000 A, 
close to the DI, D2lines of sodium) as ltJ is the carrier fre
quency of the electric field E (r,t) . For situations discussed in 
the paper, the electric field magnitUde is such that the Rabi 
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frequency (2p/h)E is approximately the same order of mag
nitude as the detuning (Wab - w) _108_1011 sec-I of the 
system. Therefore the ratio p = 2pE /hWab of the off-diag
onal to diagonal terms in (A 12) is - 10-7 --> 10-4 and small. 
Consequently it is natural to solve (A12) iteratively by set
ting 

u = u(O) + pu(1) + p 2U(2) + "', 

with 

(

e - i",t12 
u(O) = 

o 
where 

(A13) 

(A14) 

E(r,t) = F(r,t)e-i"'t + F*(r,t)ei"'t (A15) 

and U, F, and its complex conjugate F* vary slowly over 
times of order 10- 15 sec. It is not hard to see that the slow 
dependence of U on t must be chosen to be 

(
-it (iF·P)/h) 

Ut = (iF*.p)/h it u, 2t = wah - W, 

(A16) 

in order that u(1) contains no secular terms proportional to t. 
This is called the "rotating wave" approximation in the 
physics literature. The reason for the potential appearance of 
secular terms is the near resonance between the frequency W 

ofthe applied field and the two-level frequency Wab' a reso
nance which would cause the asymptotic expansion (A13) 
to cease to be valid after times t - (w ab - w) - I. The second 
harmonic terms e ± 2i",t do not cause any such problems and 

can be included in u(l). 

From (A9), (All), (A14), and (A16) we note that 

Qr = UIU!e-i",t + UrU2e
i"'t, (A17a) 

Qi = iUIU!e-;"'t - iUrU2e
i"'t, (A17b) 

Tf = UI Ur - U2 U!, 

and 

(A17c) 

T= aa* + bb * = UIUr + U2U!. (A17d) 

The neglected terms in (A17) are of the order 
(wab - W)/Wab' It is convenient to write equations for the 
complex polarization 

A = 2UIU! (A18) 

rather than for Qr' Q; separately. We find 

At = - 2itA - 2i[ (F·p)/h ]Tf, (A19) 

Tft = (ip/h)'(FA* - F*A), (A20) 

Tt = O. (A21) 

Equations (A19)-(A2l) are called the Bloch equations. 
They allow us to compute the induced polarization per indi
vidual atom 

PA = !p(Ae-;"'t + A*e+i"'t) 

as a functional of the applied electric field E, 

E = Fe-i"'t + F*e;"'t. 

(A22) 

(A23) 

The evolution ofthe electric field is given by (Al). The po
larization P in (A 1) is the sum over the polarizations of all 
the individual atoms and we will write this as 
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(A24) 

Before explaining how the sum < ) is taken, let us make two 
straightforward observations. The first is that the induced 
polarization P is parallel to the applied field and therefore we 
can write E as Ee, pas pe, where e is a unit vector perpendicu
lar to the direction of propagation, and (AI) becomes a sca
lar equation. Since PA has the form (A22) and A varies on 
the time scale (w ab - w) - I we can replace Ptt in (A 1) by 
- w2P. Also since the variation of both E and P (which are 

perpendicular to the direction of propagation) in the direc-
tion of propagation is small, we can neglect the divergence 
term on the right-hand side ofEq. (AI) which now becomes 

V2E _.l a2
E = _ 417" w2P. 

c2 at 2 c2 (A25) 

Equations (A19)-(A2l), (A22), (A24), and (A25) forma 
closed set of equations for the electric field, induced polar
ization, and population inversion of the system. 

1. The phenomenon of Inhomogeneous broadening 

We now discuss how to compute the collective polariza
tion P. If every atom behaved in exactly the same way, Eq. 
(A24) would simply read 

P=nPA , (A26) 

where n is the density (number per cm3
) of atoms. However, 

because of the random motion of the atoms, each sees the 
frequency of the applied field Doppler shifted by an amount 
k·vA (where k = 217"/1i is the wave number of the carrier 
wave and v A is the velocity of atom A). Equivalently this 
means that the effective two-level frequency is distributed 
over a set of frequencies w~~) + k·u, where hw~~) is the differ
ence in energy levels a and b for an atom at rest. Therefore 
the frequency difference parameter 

2t = Wab - W 

is distributed over a range of frequencies, characterized by a 
probability distribution g(2t) reflecting the distribution of 
velocities of the atoms. GivenSg(2t)d(2t) = 1, we now cal
culate (A24) as 

P(r,t) = nfg(2t)PA (t,r,t)d(2t). (A27) 

Frequently the distribution g(2t) is approximated by the 
Lorentzian 

(A28) 

where r is the line width and 2to measures the distance of 
the center of the distribution from the frequency of exact 
resonance. We call the situation in which the Lorentzian 
linewidth r approaches zero the sharp line limit and in this 
case the distribution function g( 2t) becomes the Dirac delta 
function 8(2(t - to»). 

2. The sharp line, on resonance limit 

We now calculate what happens in this limit (r -->0) 
when the distribution is centered about the exact resonance 
frequency, namely where to = O. In this case 

At = - 2i(Fp/h)Tf, (A29) 
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7Jt = (ip/h)(FA* -F*A), (A30) 

and 

V2E - (1/c2 )Ett 

= _ (21rCti/c2)np(Ae-u"t + A*e+u"t). (A31) 

Let us now write 

E(r,t) = E(r,t)sin(tilt - kz), (A32) 

where E(r,t), the electric field envelope, varies slowly with 
respect to the carrier wave in the propagation direction Z and 
in time t, and not at all in the transverse directions x and y; 
i.e., 

aE aE 
-«tilE, -«kE. 
at az 

We obtain, on comparing the coefficients of cos (tilt - kz), 

Ez + (llckt = (21rtilnplc)A(1), (A33) 

where A = A(1)elkz
• NotingthatF= iE/2elkz

, the Bloch equa
tions now are 

A~I) = (pE/h)7J, 

7Jt = (pElh)A(1). 

(A34) 

(A35) 

We can eliminate the Bloch equations by the choice of an 
auxiliary variable U (z,t) : 

-7J = cos U, - A(1) = sin u, pE/h = Ut. (A36) 

Then (A33) becomes 

(
a 1 a) au . 
az + --;- at ---at = - a o SID u, (A37) 

the sine--Gordon equation, with 

ao = 4~np2/hA. (A38) 

The propagation of a pulse in a nonlinear resonant medium 
is usually posed as a Goursat problem as follows: Given 
E( O,t), t > 0, and given that at the initial time t = 0, the medi
um is in the unexcited ground state b, that is, 
A(z,O) = 7J(z,O) + 1 = 0, z>O, find E(Z,t), A(I) (z,t), 
7J(z,t). (See Fig. 31.) Maxwell's equation (A33) tells us 
how E changes along the characteristic t - zlc = const, 
whereas the Bloch equations tell us how A (I) and 7J are updat
ed for increasing t at fixed z. 

For the class of initial conditions 

LJ'" IEldt< 00, 

h -'" 
the general solution has the following features: it consists of a 
finite number of kinks or 21r pulses, 

u(z,t) = 4 tan- 1 exPv'£lo7J(t - (zlc)( 1 + C/7J2»), 

C=given 

z 
A=T/=o 

FlO. 31. Diagram for a pulse propagation as Ooursat problem. 
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(pE/h )(z,t) = 2.JiXo7J sech.JiXo7J(t - (zlc) (I + C/7J2»), 
(A39) 

a finite number of01r pulses or breathers, 

u(z,t) = 4 tan- 1
(; sech 27J 

X(t - ~( 1 + 4(;2 ~ 7J2J)) 

X sin 25(t - ~(l - C)), (A40) 
C 4(;2 + 7J2) 

and radiation modes which have a continuous spectrum and 
are the nonlinear analog of solutions of the linearized equa
tion (A37). Equation (A37) is in fact a soliton e.quation and 
the initial value problem posed above is separable and can in 
principle be solved exactly. The solitons (21r or 01r pulses) 
are so named because each carries an area 

L J'" Edt = 21r or ° 
h -oc 

for all values of z. 

3. The on resonance, Inhomogeneous broadening case 

If r ¥= 0, then again the initial value problem can be 
solved exactly and again the initial profile decomposes into 
O1rand21rpulses [very analogous to (A39) and (A40)] and 
into radiation. 

The principal differences are as follows. 
(i) The pulse is reshaped in a dimensionless distance of 

order cr so that its area 

A = L Joc E(z,t)dt 
h -00 

is an integer multiple of 21r (McCall-Hahn area theorem). 
Note that as the linewidth r --0, the area condition becomes 
a condition which the initial data must satisfy as was the case 
in the sine--Gordon equation discussed above. 

(ii) The radiation is trapped in a dimensionless distance 
of order (Cr)-l (Beer'S law). Thus the medium is only 
"transparent" to the 01r or 21r pulses. 

4. Homogeneous broadening 

We now take account oflosses in level population due to 
spontaneous emission. One can introduce these losses phe
nomenologically (as has been done in the literature) by pos
tulating that the rate losses from levels a and b are linear and 
proportional to !ra and !rb' respectively. This would mean 
thatthelossesofaa*, bb *,and ab * + a*bwouldbera' rb' 
and rab = !(ra + rb)' respectively. However, things are not 
quite that simple [due to phonon interruptions by (defects) 
in solids and by atomic collisions in gases] and in fact it turns 
out that rab >! (ra + rb ). In lasers, then, it is usual to treat 
ra,rb' and rab as independent. In the situation discussed in 
this paper, the b state is the ground state and so we do not 
need the system to be pumped in order to keep the total 
population in states a and b constant. In fact, in order to keep 
the probability of finding the atom as either of the states a or 
b, we must have 
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aa· + bb· = 1, (A41) 

and thus aa· and bb • must satisfy 

(aa·), = - Ya (aa·), (bb ·)t = yaaa·. (A42) 

This being the case, we find the net damping of'TJ = 2aa· - 1 
to be 

(A43) 

It is not within the scope of this article to enter into the 
details of how the loss rate ofthe polarization is calculated. 
We will stipulate the loss can be described by adding - Yab A 
to (A19). 

With the addition of these losses, the Bloch equations 
are 

A, = - 2i~A - (2ifh)Fp'TJ - YabA, 

'TJt = (ipfh)(FA· - F·A) - Ya ('TJ + 1), 

and the Maxwell equation is 

V2E- (l/c2)Ett = - (411'OJ2/c2)p 

where 

and 

(A44) 

(A45) 

(A46) 

(A47) 

(A48) 

The sum < ) is taken over the Lorentzian distribution 

(A49) 

Ohmic losses can be introduced by adding the damping term 
- (411'/c)uE, to the left-hand side of (A46). 

We are going to solve these equations in the limit where 

(A50) 

The detuning is large with respect to the linewidth of inho
mogeneous broadening and so we Can take r = 0 and write 
(A47) as 

(A51) 

The ~ in the Bloch equations in now ~o. The reader should 
realize that the further the system is detuned (from the lin
ear viewpoint), the larger will be the necessary nonlinearity 
in order to have the response curve distort as so to produce 
effective nonlinear resonance. 

We are also going to assume that the homogeneous 
linewidth Y is large with respect to the change of the electric 
field amplitude F(z,t) at a fixed value of z. This means that 
we can treat F(z,t) as a slowly varying function of t (slow 
with respect to times l/y) in the Bloch equations (A44) and 
(A45) and then the population inversion 'TJ and polarization 
A can be computed by simply neglecting At and 'TJ,. In this 
approximation, the polarization and population inversion 
follow the applied E field adiabatically. 12 We will continual
ly return to query the uniform validity and self-consistency 
of this assumption. 

It is now easy to show that 

(A52) 
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A = 2ip [( _ il:1)(l + 4p2 Yab FF. )]-1 
hF Yab h 2 • .2 A 2 ' Ya rab+~ 

and 

V2E _...!.. a 2
E = 2kao (Fe- iOJt + F·eicut 

c2 at 2 1:1 

. Yab I:' - iOJt + . Yab F. + wt) -l-re 1- e 
1:1 1:1 

X[l+~~(l 
+ 4p2 Yab FF. )] - 1 

h 2 Ya r + 1:12 
' 

where we have set the detuning 

2~o + OJab - OJ = - 1:1. 
In all cases, we will take 

(A53) 

(A54) 

(A55) 

1:1 = O( 103y)sec- l
, Ya -Yab -0(108)sec- l, (A56) 

and thus, for short lengths LI in the nonlinear medium 
aoLlfl:1- 0(11'), the attenuation is negligible. Let us rescale 
the electric field as 

~ Ya (ra:a~ 1:12) (!)~~(!), (A57) 

whence (A54) is 

V2E-...!.. a
2
E = 2kao E 

c2 at 2 1:1 1 + 2FF* ' 
(A58) 

where 

E(r,t) = F(r,t)e - wt + F.ewt. (A59) 

The reason we took the carrier frequency OJ greater than the 
two-level frequency is to ensure that we have a self-focusing 
rather than defocusing medium. 

5. The ring cavity problem 

This problem is posed as follows. Consider the situation 
shown in Fig. 1, in which a continuous input signal 

Ein =A(x)ei(kz-cut) + (*) (A60) 

[the electric field is scaled as in (A57)] enters a nonlinear 
medium through a partially transmitting mirror (T ~ 10%, 
R ~ 90%) at I. In the nonlinear medium, the electric field is 
written 

E = G(x,t)ei(kz-OJt) + (*), (A61) 

where G changes slowly with respect to the transverse direc
tions x = (x,y) and t. Note that F = Geikz. Using the slowly 
varying envelope approximation in (A58) (the only term we 
neglect isa 2G fat 2«OJ aG lat), we have, after rescalingz as 
~ = (2aol l:1)z and writing 7' = t - zlc, 

2iG~ + (1:112aok)V2G - G 1(1 + 2GG *) = O. (A62) 

Equation (A62) tells us how an input signal 
G(~ = 0, 7' = t, x) deforms along the characteristic t - zl 
c = 7' = const due to the combined effects of diffraction 
[(1:112aok)V2G] and nonlinearity. We call the parameter 
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t I 
I 

3L/C ----------~--- --

2UCL--.-~-~-~-~-~---~-----

UC --------~------

Z=LI Z=L Z 
=LI+L2 

FIG. 32. Electric field propagation in the ring cavity in the z-t coordinates. 

(A63) 

where Wo is the transverse width of the entering pulse, the 
Fresnel number. The 'T dependence is governed by the condi
tions applied to Gat z = 0, the initial point of the nonlinear 
medium. We emphasize that the relative change of G along 
t - z/c = constis O(alao), which maybelargeincompari
son to 1Iy, and does not invalidate the adiabatic assumption. 
As long as the change in G between characteristics is slow in 
comparison to time 1Iy, the adiabatic approximation is fine. 

After the signal has reached the end of the nonlinear 
medium at z = LI or; = 2aoLll a, it is redirected back to 
the start by a pair of 100% reflecting mirrors at K and J and a 
pair of 90% reflecting mirrors at H and I. Here we make a 
rather artificial assumption; namely the pulse in the linear 
medium IJKH undergoes no diffraction. In order to achieve 
this situation experimentally a very special lens device would 
have to be used. We shall ignore this difficulty and simply 
stipUlate that the electric field after returning to H is equal to 
R times (two reflections) the electric field at I at the retard
edtime 

E(z = LI + L z, t, x) = RE(z = L I, t - Lz/c, x). (A64) 

The problem then is this. Given E in beginning at t = 0, 
determine the electric field E at the beginning z = ° of the 
nonlinear medium as t - 00. The special nature of the ring 
cavity allows us to replace the continuous time variable t by a 
discrete variable n. Why is this? Consider Fig. 32. The initial 
envelopeatz = OforO < t <L Ie (L /cis the signal round trip 
time) is given by 

GI(z = 0, 'T = t, x) = ffA(x) (A65) 

and is independent of'T. Hence GI is independent of'T in the 
band ° < t<L Ie. For L IC < t < 2L IC, there is a new initial 
condition 

IT 'kL L Gz(z=O,'T=t,x) ='JTA(x) +Re' GI(z= I'X), 
(A66) 

where the factor eikL arises from the phase shifts 
eikL, - iw(t - L,/c) = eik(L, + L,) - iwt in the carrier wave; i.e., 

Ez(z = 0, T = t, x) 

= ffA(x)e- iwt + REI(z =LI, T = t - Lz/c, x). 

But (A66) shows that G2(z = 0, T, x) is independent of'T. 
Therefore in each interval nL /c < t < (n + I)L /c, Gn + 1 is 
independent of T and 
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Gn+ 1 (x,z=O) =ffA(x) +ReikLGn(x,z=LI)' 
(A67) 
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Our goal now is to find the function 

lim Gn (x,O) 
n- 00 

if the limit exists. 
Equation (A67) is an infinite-dimensional map from a 

space of functions into itself. Given Gn (x,O), one uses the 
partial differential equation 

2iGn~ + (1lf)V2Gn - Gnl(1 + 2GnG:) = ° (A68) 

to determine Gn (x, 2aoLl/a) from Gn (x,O). The map may 
or may not have fixed points depending on the values of 

certain parameters like ao = Maxx ffA(x) and 2aoLl/a. 
In fact, it exhibits all kinds of wild and wonderful behavior 
which we will discuss in Sec. VII. 

We insert one small but important remark about the 
validity of the adiabatic approximation. It is clear that the 
electric field envelope G(1,O) undergoes a discontinuity at 
the points t = nL /C, n = 0,1,2, ... , a discontinuity which is 
carried across the characteristics t - zl e = nL /C. Clearly in 
the neighborhood of these special characteristics, the field F 
in (2.59) is no longer slowly varying and the adiabatic ap
proximation is invalid. However, one can show that E makes 
the transition across the discontinuity in a boundary layer of 
order 11 y ( y stands for either Ya or Yab ). Therefore, as long 
as the round trip time L /c is much greater than the homo
geneous broadening time Y- I, the adiabatic approximation 
holds almost everywhere. It is important, however, to show 
that the solution which incorporates the detailed behavior of 
.60,1] across nL /c - 1Iy < t < nL /c + 1Iy tends to the solu
tion given in the previous pages in the limit yeIL-O. The 
proof of this was given by Aceves et al. I 

APPENDIX B: MATHEMATICAL DETAILS FOR THE 
LINEARIZED THEORY 

In this appendix we describe the spectral theory of lin
earization (5.7 c). This theory forms the foundation of the 
projections used to derive the reduced map on solitary wave 
parameters. First we change to real notation: 

G(y,z) =g(O;z)ei[(..t'-I)/Zlz, O=A.y, 

g=U+iV, g=(0' 
Then linear equations (5.7c) take the real form 

where the Schrodinger operators L ± are defined by 

L_ = -Beo + 1- O/A.Z)[1 +N(Sz)], 

(Bla) 

(BIb) 

L+ = -Boo + 1- (11.,1,2)[1 +N(Sz) + 2N'(Sz)SZ]. 
(Blc) 

The spectral theory of these Schrodinger operators is stan
dard. They are of the form 

L ± = - Bee + V ± (0). (B2) 

(See Figs. 33 and 34.) Letting 0- 00 we see that the contin
uous spectrum of the operator L is determined by that of the 
skew adjoint constant coefficient operator 
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•• - I 

(} 

FIG. 33. The graphs of potentials V ± (0) of the SchrOdinger operators 
L±.AsO ..... ro.V± ..... l. 

-a()() + 1) 
o ' 

and is the union of two intervals on the imaginary axis, 
( - i 00, - i] U [i,i 00 ). As for the discrete spectrum, we first 
observe that 0 is an eigenvalue of L with multiplicity 2; in
deed, the null space of L is given by 

N(L) = span { (~').G)} . (B3a) 

To see this, we calculate, using known properties of L ± ' 

nEN(L)¢>Ln = 0 

¢>L_n2 = 0, L+nl = 0 

¢>n2 = O,s and n l = O,s' 

Thus two z-independent solutions of (B I b) are 

g(1) = n(1) = (~'). g(2) = n(2) = G)' 
These, of course, areequivalentto 0(1),0 (2) in (5.8) asgener
ated by the symmetries of space and phase translation. In 
this real language the other two solutions 0 (3) and 0 (4), which 
grow linearly with z, are generated as follows. One considers 
the null space of L 2 which, since L is not skew adjoint, is not 
necessarily equal to the null space of L. In fact, 

nEN(L 2)¢>L 2n = 0 

¢>Ln = clg(1) + C2g(2)EN(L) 

¢>L_n2 = c~' and L+nl = - CIS. 

First, we consider 

L_n2 =S'. 

Since N(L_) = span{S}, this equation is solvable inL 2(R) 
by the Fredholm alternative: 

(S,L_n2) = (S,s'), (L_S,n2) = (S,s'), 

o = !S 21 () = _ 00 = o. 
Indeed, 

n2 = -~OS, 

as can be checked by differentiation. Similarly, since 
N(L+) = span{S'}, 

L+nl =S 
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l cr(L.) 

FIG. 34. The spectra ofthe oper
atorsL± . 

is solvable, and 

n l = - ~(OS() +,.,tS .. d. 
Thus we obtain 

{( 0) (OS() + ,.,ts..t)} N(L 2) = N(L) Uspan OS' 0 

(B3b) 

From these we generate two more solutions of the linear 
problem (BIb) 

g(3) = zn(1) _ n(3), g(4) = zn(2) + n(4), 

as can be quickly checked: 

(2 a
z 

- L)g(3) = (2 a
z 

- L)[zn(1) - n(3)] 

= 2n(1) - zLn(1) + Ln(3) 

= 2(~') + ( _ ~+ LO-) (;S) 
= (L_(OS~ + 2S') = (~), 

with a similar calculation for g(4). 
Notice how elements in N(L 2) which are not members 

ofN (L) generate solutions ofthe linear problem which grow 
linearily in "time" z. If N (L 3) contained functions which 
were not in the N(L 2), they would generate additional solu
tions of the linear problem which would grow quadratically 
in z. However, we have 

N(L 3) = N(L 2), 

because 

(B3c) 

nEN(L 3)¢>L 3n = 0 

¢>Ln = Cln(1) + C2n(2) + C3n(3) + C4n(4) 

¢>L _n2 = CIS' + C4 (OS() + ,.,tS..t) and 

- L+nl = C2S + C3(OS). 

Now the second equation in this pair, 

- L+nl = C2S + C3 (OS), 

is solvable if and only if 

(S',C2S + C3 (OS») = C3 (S',OS) = - C3(S,S) = 0, 

that is, if and only if C3 = O. The first equation 

L_n2 = CIS' + C4 (OS() +,.,tS..t) 

is solvable 
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<=>(S,C1S' + C4 «(}So + AS ... ») = 0 

~C4[ -!(S,S) + (S,..tS ... )] =0. 

We would like to conclude that C4 = O. For the Kerr case, 
this follows from the fact S( (};A.) = A sech (): 

C4 [ - ~ (S,s) + (S,..tS ... ) ] 

= C4 [A 2( 1 ~ ) f: co sech
2 

() d(} 1 
=~C4=0. 

For the case of saturable nonlinearity, we have checked nu
merically that [- !(s,s) + (s,..ts ... )] #0, and hence 
C4 = O. This shows N(L 3) = N(L 2)forthe two cases stud
ied here. 

Summarizing the situation, we are constructing a com
plete set of solutions of linear problem (B 1 b ) , 

2~ =Lg, 

by studying the spectral theory of the operator L. So far, we 
understand that the continuous spectrum of L resides on the 
imaginary axis and therefore yields solutions of (BIb) that 
are bounded in x and oscillate in z. In addition 0 is in the 
point spectrum of L and generates exactly four solutions of 
(B 1 b), two of which are independent of z and the other two 
grow linearly withz. Actually, sinceL is not skew adjoint, we 
must develop a biorthogonal expansion based upon eigen
functions of L t as well as of L. The representation 

Lt =lO_ -~+) 

-1) 
o ' 

shows that if 1fJ is an eigenfunction of L with eigenvalue E, 
then J1fJ is an eigenfunction of L t with eigenvalue - E. In 
particular, we have 

N(L t2) =IN(L 2). (B3d) 

We can label the elements of these null spaces as follows: 

N(L t2) = span{a(i), i = 1,2,3,4}, 

N(L 2 ) =span{AU), i= 1,2,3,4}, 

where 

(1) _ (~ (1) _ ( l/A){}So + s ... ) a - , A -rA , o 0 

a(2) = ( 0 ) A(2) = r (0) 
-So' B (}s ' 

a(3) = e;j, A(3) = rB( -OSo), 

(4) _ ( 0 ) (4) _ (0)' 
a - (l/A){}Se +S,t , A - rA\s . 

If we choose the constants rA' rB as 

2 
rA = ( _ l/A + a laA)(S,S) , 

rB = 2I{S,s), 

these are paired in a biorthogonal fashion 
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(B4a) 

(B4b) 

(B4c) 

(aU) A(j» - £ 
, -uij' 

Again consider the linear problem (BIb), 

2gz =Lg, 

and define the quadratic form as 

(B4d) 

Q(g) = (g,JLg) = (L+g1,g1) + (L-g2,g2)' (BS) 

Ifg(z) satisfies the linear problem (BIb), then the quadratic 
form Q (g(z») is an invariant: 

!!... Q [g(z)] = 2(L+g1,g1) + 2(L_g2,g2) 
dz 

= (L+g1,L_g2) + (L_g2, - L+g1) = O. 

This invariant quadratic form Q[g] is similar to the HI norm 
of g, as integration by parts shows: 

Q(g) = (L+g1,g1) + (L-g2,g2) 

=([ -aoo + 1- (lIA 2)U+]gl,gl) 

+([ -aeo + 1- (lIA 2)U_]g2,g2) 

= (gi,gi) + (gl,gl) - (lIA 2)( U +gl,gl) 

+ (g~,g~) + (g2,g2) - (l/A 2)(U_g2,g2)' 

where the postive functions U ± are defined by 

U_ = 1 +N(S2), 

U + = 1 + N(S2) + 2N'(S2)S2. 

(B6) 

(B7) 

We would like to use this quadratic invariant Q(g) as a 
norm; unfortunately, it is not positive definite due to the 
attractive potentials - U ± . Indeed, let gb = (b,O), where b 
is the negative energy ground state of L + with eigenvalue 
-IEol. Then 

Q(gb) = (L+b,b) = -IEol(b,b) <0. 

In a related consideration, we compute this quadratic form 
on the four solutions g( j) of the linear problem (B 1 b): 

Q(g(I» = (L+S',S') = (O,S') = 0, 

Q(g(2» = (L_S,S) = (O,s) = 0, 

Q(g(3)(Z») = Q(g(3)(Z = 0») = Q( _ n(3» 

= (L_(}S,(}S) = ( - 1S',(}S) = (S,S), 

Q(gl4)(Z») = Q(gI4)(0») = Q(n(4» 

= (L+ «(}So + AS ... ),(}So + AS ... ) 

= - 2 (S,(}So + AS ... ) 

= (S,S) - 2(S,..tS ... ) < O. 

Notice in particular that g(l), g(2), and g(4) are badly behaved 
with respect to Q( . ). 

In order to use the quadratic form Q( .) as a norm, we 
must work in a slightly smaller space than H l--one orthogo
nal to N(L t2). We decompose HI as follows: 

HI = M~N(L2), M = [Hln(N(L t 2»)lJ. 
That is, for each geHl' we write 

4 

g = LaiA(i) + gM' 
;=1 
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where 

( (") ) a i = a' ,g, 

which implies 

gM1N(L t2). 

Because the splitting (BS) was defined using the bior
thogonal pairing (B4a), L acts invariantly with respect to 
this splitting, 

L: N(L 2) -N(L 2) 

L t: N(L t2) -N(L t2), 

L: M-M, 

as can be quickly checked: 

gEM=> (aU),g) = 0 

(B9) 

=>(aU),Lg) = (L taU),g) = (.±Cija(j),g) =0. 
~=I 

4 

g(N)(Z) = Iaj(z)A(i) 
i=1 

4 4 

=> I2ai (z)AU) = Iai(z)LAU), 
;=1 ;=1 

This invariant action of L as described by (B9) guarantees 
that L does not couple the subspaces M and N (L 2) and that 
splitting (BS) is consistent with thez evolution. That is, the 
initial value problem, 

(BlO) 

can be split into two completely decoupled problems, 

2g(M) = Lg(M) g(M) I = h(M) 
'Z ,z=o , 

2g(N) = Lg(N) g(N) I = h(N) 
z ) z=o , 

where g(M) and h(M)EM, gN and h(N)EN(L 2), 

g = g(M) + g(N), h = h(N) + h(N), 

4 
h(N) = I (a(i),h)A(i), h(M) = h - h(N). 

i=1 

(Blla) 

(Bllb) 

Because the dimensionofN(L 2) is4,Eq. (Bllb) is really a 
fourth-order ordinary differential equation. Here this finite
dimensional system is trivial: 

4 4 

=>2al =0, 2a2=0, 2a3= Iai (z)(L+a(3),AU» = I2ai (z)(a(2),A(i»=2a2, 
i=1 i-I 

4 . 4 2 . 2 
2a4 = i~lai(Z)(L +a(4),A('» = i~1 Tai(z) (a(I),A('» = Tal, 

=>al = 0, a2 = 0, a3 = a2, a 4 = aI/A, a i (0) = (aU),h), i = 1,2,3,4, 

=>g(N) (~") = (a(l),h)A(I) + (a(2),h)A(2) + [(a(2),h)z + (a(3),h)]A (3) + [(a(l),h)z/A + (a(4),h)]A (4). (BI2) 

On M, Eq. (Blla) is still a partial differential equation; 
however, we can control g(M) (z) using the quadratic invar
iant. For, on M, we have the following. 10 

Theorem: 3CI, C2 >0, VgEM, 

O..;;CIlIglli <Q(g) <C21Iglli. (B13) 

This is an extremely useful result. For example, it can be 
used to establish the linearized stability of the solitary wave 
Gs to perturbations of the initial data. By definition oflinear
ized stability, one must control g(z) Vz, where g(z) satisfies 
the initial value problem 

84 

-i 

FIG. 35. The spectrum of L: con
tinuous spectrum lies in 
(-iao,-ilU[i,iao) and a 
point spectrum at A. = O. 
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2gz = Lg, g(z = 0) = hEllI. 

Using splitting (B9), 

g = g(N) + G, h = h(N) + H, 

where G,HEM and satisfy 

2Gz = L G, G(z=O) = HEM. 

We use (B13) to control G(z) Vz: Consider any E>O, and 
assume 

IIHlli < (CI /C2 )E. 

Then 

CIE> C211Hlli > Q(G(O») = Q(G(z»)> CIIIG(z)lIi 

=>IIG(z)lli <E. 

Thus the only growth of g(z) comes from the four-dimen
sional system for g(N) and is at most linear in z as (BI2) 
shows. 

Much more can be obtained from estimate (B13). It 
shows that on M, the quadratic invariant may be used to 
define a norm which is equivalent to the HI norm. Now M 
can be turned into a Hilbert space, with inner product 

(g,h)M = (g,JL h). (BI4) 

With respect to this "energy" inner product, L is skew ad
joint: 
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(B15) 

Thus on M the spectrum of L is purely imaginary. A com
pleteness theorem and an eigenfunction expansion are at our 
disposal. The spectrum of L is summarized in Fig. 35. 
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The wave equation e2(x)uxx - Utt = 0 is solved for wave speeds e(x) corresponding to two
layered media with smooth transition from layer to layer. The wave speed e(x) has four free 
parameters to fit a given medium. Solutions are constructed from invariant solutions of a 
related system of first-order partial differential equations that admit a four-parameter 
symmetry group. These solutions are superposed to solve general initial value problems for 
data with compact support; the computation of the superposition coefficients uses elementary 
Fourier analysis. Solutions are illustrated for various initial conditions. 

I. INTRODUCTION 

In a previous paper I we classified all wave equations of 
the form 

e2 (x)uxx -u tt =0, (1.1) 

which are solvable by group theoretical methods. In particu
lar, we showed that the system of partial differential equa
tions 

( 1.2) 

equivalent to Eq. (1.1), admits a maximal four-parameter 
Lie group of point transformations if and only if the wave 
speed e(x) satisfies the ordinary differential equation 

ee'(e!c') " = const =IL. (1.3) 

If IL = 0, the solution of Eq. (1.3) reduces to either 
e(x) = e" or e(x) = xA, where A is an arbitrary constant. In 
Ref. 1 we constructed the corresponding invariant solutions 
of (1.2). 

If 1L;6 0, Eq. (1.3) reduces to one ofthe following four 
standard forms I

: 

e' = V-I sin(vlogc); 

e' = V-I sinh (v log e); 

e' = loge; 

(1.4 ) 

( 1.5) 

( 1.6) 

e' = V-I cosh (v log c); (1.7) 

where v;60 is an arbitrary constant. Solutions of ( 1.1) and 
(1.2) are discussed in Ref. 2 for e(x) satisfying (1.5) or 
(1.7) with V = !. 

If e(x) = t/J(x,v) is a solution of anyone of the equa
tions (1.4 )-( 1.7) then the corresponding general solution of 

Eq. (1.3) is given by 

e(x) = Kt/J(Lx + M,v), ( 1.8) 

where K 2 L 2 = III I for any constants {L,M, v}. 
For each of the equations (1.4)-( 1.7) solutions e(x) 

are monotone functions of x; e (x) is bounded on ( - 00,00) 
if and only if e(x) satisfies Eq. (1.4). Such a bounded e(x) 
has a smooth simple jump (cf. Fig. 1). This corresponds to 
wave propagation in a two-layered stratified medium with a 
smooth transition from layer to layer. 

In the rest of this paper we construct various invariant 
solutions of system (1.2) and hence solutions of (1.1), 
where the wave speed e(x) satisfies (1.4); without loss of 
generality v> O. We show how to solve general initial value 
problems by a superposition of these invariant solutions. We 
illustrate our results by solving initial value problems for 
initial humps of varying shape and location. 

II. PROPERTIES OF c(x) 

Say e(x) solves (1.4). Then le'(x) I <;1/v, ande'(x) = 0 
if and only if 

e(x) = ek1r
/Y, k = 0, ± 1, ± 2, .... (2.1 ) 

c 
30 ro--------.--------.-------,r-----~ 

v = 1 

20 

10 v = 1.4 

v=2 

o x 
-50 0 50 100 

FIG. 1. Profile of c(x) = <I>(x.v). 
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Now consider the region where 

l<c(x) <efTlv
• (2.2) 

In this strip c' (x) > ° and the inflection point x = x· occurs 
where c(x·) = efT

/
2v

; C' (X·) = l/v. Equation (1.4) leads to 

lim r"/v -£ __ d_c __ = + 00 

£-0+ Je"/2V sin (v log c) , 
(2.3) 

and 
'1'1'"/21' 

I. [ dc 
1m = + 00. 

£-0+ 1+£ sin(vlogc) 
(2.4) 

Hence it follows that limx _ + 00 c(x) = en-Iv, 
limx __ 00 c(x) = 1. Thus c = 1, c = e1Tlv are horizontal 
asymptotes for c(x) in the strip (2.2). Since Eq. (1.4) is 
invariant under translation in x, without loss of generality 
we can set x· = 0. 

Now let 

c(x) = 4>(x,v) (2.5) 

be the solution ofEq. (104) with properties 

lim 4>(x,v) = 1, (2.6) 
x- - 00 

lim 4>(x,v) = efT/ v, (2.7) 
x_ + 00 

4>(O,v) = e1T12v
• (2.S) 

One can show that Eq. (1.4) has solutions 

(2.9) 

on the horizontal strip 

(2.10) 

n = 0, ± 1, ± 2, .... 
From property (1.S) it follows that each strip solution 

leads to the same general solution of Eq. (1.3). Thus from 
now on we will only consider the solutionc(x) = 4>(x,v) of 
Eq. (1.4). 

Graphs of 4> (x,v) and (d/dx)4>(x,v) are given in Figs. 
1 and 2, respectively, for v = 1, 104,2. 

c' 

1.0 

0.5 

0.0 1------

-50 o 

FIG. 2. c' = ct>'(x,v). 

50 

v = 1 
v = 1.4 
v = 2 

100 
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x 

Here 4>(x,v) has asymptotic properties, 

4>(x,v) = 1 + C (v)~ + o(~) as x ..... - 00, 

4>(x,v) =e1Tlv [I_C+(v)e-<e-"/V)x] 

(2.11 ) 

+o(e-<e-"/V)x) as x ..... + 00, (2.12) 

4>(x,v) = e1T12v + x/v + O(X2) as x ..... 0, (2.13) 

for some positive constants {C - (v). C + (v)}. 
To obtain a bounded monotonically increasing solution 

c(x) of Eq. (1.3) with the properties 

lim c(x) = c l , (2.14) 
x_ 00 

lim c(x) = C2. (2.15) 
x_ + 00 

and 

max c'(x) =m, (2.16) 
xe( - 00,00) 

where {c l , cZ' m} are arbitrary positive constants with 
O<c I <cz, we set in (1.8), 

K = c l , L = (m/cl)v·, 
(2.17) 

v = v· = 1T(lOg c2!c I) -I, 

The general solution of Eq. (1.3) satisfying (2.14)-
(2.16) is 

(2.1S) 

where M is an arbitrary constant. 
The width of the transition region in x is O(C2 - c l )/ 

m). Since 4>(x,v) exponentially approaches its horizontal 
asymptotes, a wavespeedc(x), represented by (2.1S), effec
tively approximates a two-layered medium. The transition 
between layers can be as abrupt as one wishes. 

1II.INVARIANCE PROPERTIES OF SYSTEM (1.2) 

As shown in Ref. 1, when c(x) satisfies (1.3) for,u > 0, 
the system (1.2) admits the four-parameter {p,q,r,s} Lie 
group of point transformations 

X = x + ES(X,t) + O(c). 

T = t + Er(x,t) + O(c), 

u = u + E[i(x,t)u + j(x,t)v] + O(c), 

V = v + E[k(x,t)v + l(x,t)u] + O(c), 

where in terms of 

pet) =pe'-qe- t
, 

{s,r,i,j,k,l} are given by 

S = 2{3'(t) [c(x)!c'(x)], 

r=2{3(t)[(c(x)!c'(x»)' -1] +r, 

i =P'(t)[2 - (c(x)/c'(x»)'] +s, 

j= -P{t)[c(x)!c'(x)], 

k= -P'(t)[c(x)!c'(x)]' +s, 

1= - P(t)[ l/c(x)c'(x)]. 

(3.1 ) 

(3.2) 

(3.3) 

The group generators for the parameters {p,q,r,s}, re-
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spectively, are 

L =e --+2 - -1 -t [2c a [( c )' ] a 
p c'ax c' at 

L = e- t [2c ~ + 2[1- (~)/] 2-
q c'ax c' at 

(3.4) 

L =2- L =u~+v2-. 
rat' • au av 

The commutators of the Lie algebra are 

[Lp,Lq] = - SVL" [Lr,Lp] = Lp' 

[Lr,Lq] = -Lq' (Lp,Ls] = [Lq,L$] = [Lr,Ls] =0. 
(3.5) 

The global transformation generated by (3.1 )-( 3.3) is 
found by solving the characteristic equations 

dX dT 
t(X,T) 'T'(X,T) 

dU =-------
i(X,T) U + j(X,T) V 

dV = =d£, (3.6) 
k(X,T) V + I(X,T) U 

where 

X=~ T=4 U=~ V=~ ~£=Q (3.7) 

The global transformation for r;i:O is obtained from the glo
bal transformation for r = 0 by letting t .... t + r. Without loss 
of generality we set r = O. 

Now let 

Then the resulting implicit global transformation is 

z={J(T)sin Y, 

[[c(X)] 1/2U+ [c(X)]I/ 2vF 
= [Ae2

". sin Y] [{J( T)cos Y + {J' (T) ], 

[[c(X)] 1/2U_[c(X)p/2Vj2 

= [Be2ES sin Y][{J(T)cos Y -{J'(T)J; 

and 

(l!v~ - r)1oglcos Y + (l/~ - r){J'(T)sin YI 

(3.9) 

=E-2£ for r<O, (3.10) 

(l!vJY)arctan[ JY cot Y] =E-2£ for r>O. 
{J/( T) 

(3.11) 
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The integration constants {z,A,B,E} are expressed in terms 
of {x,t,u,v} by using the initial condition (3.7). Without loss 
of generality r = 1 if r > 0, r = - 1 if r < O. 

Now we construct invariant solutions of system (1.2) 
forr=O. Let 

y = vlogc(x). (3.12) 

We choose the invariant 

z={J(t)siny (3.13 ) 

as our similarity variable. 
By setting A = A(z), B = B(z), we obtain from (3.9)

(3.11) invariant solutions of the form 

u = e - SE(X,t) [c(x) Isinyl] 1/2[ 1{J(t)cos y + {J I (t) 1I/2A (z) 

+ 1{J(t)cosy-{J'(t)11/2B(z)], (3.14) 

v = e -S,,(X,t) [[c(x)] -llsinylll/2[ 1{J(t)cosy 

+ {J I (t) 1l/2A (z) - 1{J(t) cos y - {J' (t) 11/2B(z)], 

(3.15) 
where 

£(x,t) = (l/2v)loglcosy + {J'(t)sinyl for r = - I, 
(3.16) 

and 

£(x,t) = (1!2v)arctan[cotyl{J'(t)] for r = 1. (3.17) 

The substitution of (3.14) and (3.15) into the system 
( 1.2) leads to a coupled system of first-order linear ordi
nary differential equations for A(z) and B(z). The form of 
these ODE's depends on the signs of rand 
{J(t)cosy + {J '(t). 

If r = 1, then either 

(3(t)cos y + {J' (t) > 0 and {J(t)cos y - {J' (t) < 0 

or 

{J(t)cosy +{J'(t) <0 and {J(t)cosy -{J'(t) >0 

for all x, t. 
Ifr= -1, then for any given t,both(3(t)cosy +{J'(t) 

and {J(t)cosy - {J '(t) change sign once as x varies from 
- 00 to + 00. 

It is convenient to let 

A (z) = (sgn [(3(t) cos y + (3' (t) llf(z), 

B(z) =g(z). 

Then {f(z),g(z)} satisfy the system 

2(r-I) iz + [ - : +(2- :)Z]f 
- (llv)lr-11 1/2g=0, 

2(r - 1) ~! + [ : + (2 - :) z] g 

1 r-l 
+-; Ir- W/2f=O, 
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if r = - 1, and satisfy the system 

2(r+ 1) dl + [2z-~]/-..lR+T g=O, 
dz v v 

2(r+ 1) dg + [2z+~] g +..lR+T/=0, 
dz v v 

(3.20) 

ifr=1. 
The invariant solutions for r = - 1 are not valid for all 

t> o since (3.19) has a singular point atz = 1. For the rest of 
this paper we consider solutions of system (1.2) for r = 1. 

IV. INVARIANT SOLUTIONS OF SYSTEM (1.2) FOR y= 1 

Now consider the raising and lowering operators 

L+(A.) = R+T!!.... + (1-2A)z+i, (4.9) 
dz 2R+T 

L -(A.) = R+T !!.... + (1 + 2A)z - i. (4.10) 
dz 2,rzr+T 

One can show that if I = IA. (z;t) solves (4.2) for u = - iA., 
then 

1= L + (A.)fA (z;t) (4.11 ) 

solves (4.2) for u = - i(A. + 1), and 

1= L -(A.)/A. (z;t) (4.12) 

solves (4.2) for u = - i(A. - 1). A. The general solution of (3.20) 

Let 

R = 1I2v, u = - s/2v. 

For u = - in, n = 1,2, ... , recursively we can obtain 
( 4.1) closed form solutions 

Then/(z) satisfies the equation 

d:r + ~ dl + _1_ [I + R 2 _ u2 + O'Z] 1=0 
dz2 r+1 dz r+l r+l 

and 

(z) = R+T [dl + z+u I]. 
g R dz r+l 

The general solution of ( 4.2) is 

I(z) = C
1
(1 - ~)iUI2 

1 + IZ 

XF(1 + iR,1 - iR; ~ - iu; ~ (1 + iz» 

+C2(1 +iz)-1/2(r+ l)iUl2 

XFG+i(u+R)d 

(4.2) 

(4.3) 

I = In (z;t) = L + (n - 1 )/n _ 1 (z;t), n = 1,2, ... , 
(4.13) 

for (4.2) from/o(z;t) defined by (4.7). 
From (4.3), the corresponding solution is 

= (.r) = ff+T [din (z;t) + z - in J. ( .t)] 
g gn z,!> R dz r + 1 n z, . 

(4.14) 

From (4.7)-(4.11), it then follows that 

L -(n)/n (z;t) = - H (2n - 1)2 + 4R 2]1n _ dz;t), 

n = 1,2,.... (4.15) 

Using (4.13)-(4.15), one can show that 

[fn + 1 (Z;~) ] = (a (n,z) _R_) [fn (Z;~) ] , ( 4.16) 
gn + 1 (z,t) - R a(n,z) gn (z,t) 

where 

+ i(u - R); ~ + iu;! (1 + iz», (4.4) a(n,z) = - (n +!> [(z - i)/R+TJ. n = 0,1,2, ... , 

and a(n,z) is the complex conjugate of a(n,z). 

whereF(a,b;c;z) is the hypergeometric function/ C1 and C2 

are arbitrary constants. 
Let 

'I1(z) = log(z + R+T) (4.5) 

and 

J('I1) =,rzr+T I(z). 

Then (4.2) transforms to 

d 2} + [R 2 _ u2 + u sinh '11] J = O. 
d'l12 cosh2 '11 

(4.6) 

B. Closed form solutions of (3.20) 

Now we construct closed form solutions of (4.2) and 
(4.3) for various values of u. From (4.5) and (4.6) we see 
that for u = 0, 

I=/o(z;t) = (lIR+i)cos[R'I1(z) + t] (4.7) 

solves (4.2) for any real constant t. Correspondingly, from 
(4.3) one gets 

g=go(z;t) = - (lIR+i)sin[R'I1(z) +t]. (4.8) 
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Let 

¢ = arccotz. 

Then 

a(n,z) = - (n + !)e- i
¢. 

In computing {In (z;t),gn (z;t)} it is useful to note that 

[
In (z;t) ] (A (n,z,R) B(n,z,R) ) r/o(z;t) ] 
gn (z;t) = - B(n,z,R) A (n,z,R) 19o(z;t) 

(4.17) 

for functions A(n,z,R) and B(n,z,R) determined from 
(4.16), n = 1,2, .... Further details on {In (z;t), gn(z;t)} 
are given in the Appendix. 

Say A. is real. Thenl = IA. (z;t) solves ( 4.2) for u = - iA. 
if and only if the complex conjugate of fA (z;t), namely 

I = fA (z;t) solves (4.2) for u = iA.. Consequently, for 
u = in, n = 1,2, ... , we have closed form solutions 

I = 1- n (z;t) = In (z;t) , 

g = g _ n (z;t) = gn (z;t), 

for system (3.20). 
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Moreover if A. is real, using (3.20), one can prove that 

1 / • .t<z;t) 12 + Ig,t (z;t) 12 

const 1 /,.t<o;tW + Ig,do;t) 12 
(4.18 ) =---= 

l+r l+r 

Other sequences of solutions are found by the standard 
technique of using the raising and lowering operators (4.9) 
and (4.10). Namely we first find functions/which satisfy 
(4.2) and L - (A.)/ = 0 or L + (A.)/ = 0 for particular values 
of A. = i(T. For the lowering operator L - (A.), resulting solu-
tions are 

/=fo± = (VR+T)e(i/2)[arctanz=FRlog(z'+ I)] (4.19) 

for A. =! ± iR. For the raising operator L +(A.), solutions 
are 

/ = fo± = (VR+T)e- (i/2)[arctanz±Rlog(z' + I)J (4.20) 

for A. = -! ± iR. Sequences of solutions 
{fo±,fl±,ft, ... }, {ff,f'!:.l>f'!:.2"'.}' are then obtained 
as follows: 

fn±+1 =L+(n+!±iR)fn± 

for A. = n + ~ ± iR, n = 0,1,2, ... , and 

fn±-I =L-(n-!±iR)fn± 

for A. = n - ~ ± iR, n = 0, - 1, - 2, .... 

c. Properties of solutions (3.14) and (3.15) 

(4.21) 

(4.22) 

Since the solutions (3.14) and (3.15) depend on simi
larity variable z we examine the similarity curves 

z = const = p(t)siny = p(t)sin[ v log c(x)], (4.23) 

where 

P(t) = pet - qe- t, pq =!. (4.24) 

We consider solutions for tE ( - 00, 00 ). Then without loss of 
generality we can set p = q = ! by a suitable choice of initial 
time t, so that 

P(t) = sinh t. (4.25) 

t 

10 r-- 1-- --_._-

I 
i 
I 

x 
--20 o 20 40 60 

FIG. 3. Similaritycurvesz = (sinh t)sin(v log c(x»). Nine similarity curves 
are plotted for v = 1.4. The corresponding values of z are z = IOn with n = 3 
(top line), 2,1,0, - I, - 2, - 3, - 4, - 5 (bottom line). The dashed line 
represents the profile of c(x) for v = 1.4. 
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z 
80 

60 

40 

20 

0 -------

x 
-20 0 20 40 

FIG. 4. z as a function of x; z is plotted as a function of x for v = 1.4 and 
selected values of t: t = 1 (top), 2, 3, 4, 5 (bottom). 

Representative similarity curves are plotted in Fig. 3 for var
ious value of z for v = 1.4. For various values of t, curves 

z(x,t) = sinh t sin [ v log c(x)] (4.26) 

are plotted in Fig. 4 for v = 1.4. Note that z(O,t) = sinh t, 
limx_ ± 00 z(x,t) = 0 and hence for fixed t, the range of 
z(x,t) is (0, sinh t] if t > 0 and [sinh t, 0) if t < O. 

Consider the asymptotic properties of the similarity 
curves 

z = sinh t sin [ v log c(x)] = const as t- + 00. 

From (2.11) and (2.12), along such curves we have 

x- -(t-log[2z/vC-(v)]) if x<O; 

x _e1T/"(t - log [2z/vC + (v)]) if x> O. 

Hence as t - + 00 the similarity curves are asymptotic to the 
characteristic curves of the wave equation (1.1) or system 
(1.2). For comparison with the similarity curves of Fig. 3, 
characteristic curves are plotted in Fig. 5 for v = 1.4. 

Next we consider properties of{/(z),g(z)}. First of all 
note that /(z) and g(z) are analytic in z. For any (T, as 

t 

x 
-20 o 20 40 60 

FIG. 5. Characteristic curves, defined by dx/dt = ± c(x), emanating from 
the x axis, are plotted for v = 1.4. 
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Izl- 00, from (3.20), {/(z),g(z)} satisfy 

zdl +1-Rg=O, zdl +RI+g=O. 
dz dz 

Thus 

I(z) - (,u ± /z)cos[R loglzl + p±], 

g(z)- - (,u±/z)sin[R loglzl +p±], 

(4.27) 

(4.28) 

as z - ± 00 for some constants {u + "u - ,p + ,p -}. Thus 
{/(z),g(z)} exhibit oscillatory algebraic decay as Izl- 00. 

In the Appendix, ,u + and p + are computed for 
{In (z;t),gn (z;t)}· 

Now consider properties of E(X,t) defined by Eq. (3.17) 
withp(t) = sinh t, i.e., 

E(X,t) = (l/2v)arctan[sechtcoty]. (4.29) 

The range of E(X,t) is (- 1T/4v,1T/4v) for any t. If u 
= - s/2v = U I + iU2' then for any t = t * the number of 

oscillations with respect to x in a real solution 
{u(x,t * ),v(x,t *)} due to the factore - S£(X,IO) is the integer n 
such that 

Then as t - + 00, x fixed, 

u(x,t) -2,u+ [c(x)/sinyjI/2e - 112 

Xcos[9(x,t) +!y +p+], 

v(x,t) -2,u+ [c(x)siny] - 1/2e- 112 

Xcos[9(x,t) -!y+p+]. 

As t- - 00, x fixed, 

u(x,t) -2,u- [c(x)/siny] I/V 12 

Xsin[9(x,t) -!y + p-], 

v(x,t) - - 2,u- [c(x)siny] -1/2e1/2 

Xsin[9(x,t) +!y +p-]. 

(4.40) 

(4.41 ) 

More importantly as t - + 00 along a similarity curve 
z = const, one can show that if x < 0, then 

u(x,t) =.fii euarctan(l/z1(z) [1 + (z/v)e - I + o(e - I)], 

v(x,t) = .fii euarctan(l/Z1(z)[ 1 - (z/v)e - I + o(e - I)]; 

(4.42) 

(4.30) ifx>O, then 

and for any x = x* the number of oscillations with respect to 
t in a real solution {u(x*,t), v(x*,t)} due to the factor 
e - s£(x' ,I) is the integer m such that 

m<!lu21'1! - (V/1T)lOg c(x*) I <m + 1. 

Furthermore, 

(4.31) 

E(X,O) = _1_ [!!... _ Y] = _1_ [!!... _ v log C(X)] , 
2v 2 2v 2 

E(O,t) = 0, 

lim E(X,t) = 0, 
t_ ± 00 

and 
lim E(X,t) = =+ (1T/4v). 

x- ± 00 

Att=O, 

u (x,O) = e - s£(X,O) [c(x)sin[ v log c(X)]] 1/2 

(4.32) 

(4.33) 

(4.34) 

(4.3S) 

x [/(0) + g(O)], (4.36) 
v(x,O) = e - s£(x,Q) [c(x)] -1/2[sin[ v log c(x)] Jl/2 

x [/(0) -g(O)], 

where E(X,O) is given by (4.32). In both the real and imagi
nary parts of (4.36) the number of oscillations with respect 
to x is the integer n given by (4.30). 

Atx=O, 

u(O,t) =e1T/4"~cosht [/(sinht) +g(sinht)], 

V(O,t) =e-1T/4"~cosht [/(sinht) -g(sinht)]. 

Thus {u(O,t), v(O,t)} are finite in t. 
Moreover, 

lim u(x,t) = lim v(x,t) = o. 
x- ± co x_ ± 00 

Let 

9(x,t) = R [It 1+ log[! siny)]. 
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(4.37) 

(4.38) 

( 4.39) 

U(X,t) =.fii e1T12"e- uarc!an(l/z) 

(4.43) 

V. SUPERPOSITION OF INVARIANT SOLUTIONSj 
SOLUTION OF THE INITIAL VALUE PROBLEM 

By superposing invariant solutions, general initial value 
problems (IVP's) of the form 

u(x,O) = U(x), v(x,O) = Vex), - 00 <x< 00, 

(S.1 ) 

for system (1.2), and 

u(x,O) = U(x), UI (x,O) = W(x), - 00 <x< 00, 

(S.2) 

for Eq. (1.1), can be solved. Solutions u (x,t) of ( 1.1) and 
(1.2) are identical if 

W(X) = c2(x) V'(x). (S.3 ) 

For q = - 2mi, i.e., s = 4vmi, m = 0, ± 1, ± 2, ... , con
sider invariant solutions (3.14) and (3.1S) of system (1.2) 
u = Um (X,t;t2m)' v = Vm (X,t;t2m)' 

Um (X,t;t2m ) 

= exp( - i2m arctan [coty sech t ))"[c(x)sinyjI12 

X {[ cosh t + sinh t cos y] I/2j;m (Z;t2m) 

+ [cosh t - sinh t cosy] 1/2g2m (Z;t2m )}, (S.4) 

[
Sin Y] 1/2 

Vm (X,t;t2m) = exp( - i2m arctan[coty sech t))· -
C(X) 

X {[cosh t + sinh t cosy] 1/2hm (Z;t2m) 

- [cosh t - sinh t cosyjI12g2m (Z;t2m )}, 
(S.S) 
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where {hm (z;'),gZm (z;')} are defined by (4.7), (4.8), and 
( 4.16). 

Att=O, 

um(X,O;'2m) = ( 1)m[e(x)siny}1/2[hm(0;'2m) 

+g2m(0;'zm)]e,2my, (5.6) 

Vm (x.O;'Zm) = ( l)m[sinyle(x) jI/Z[hm (0;'2m) 

- g2m (O;'Zm )]e,2my
• (5.7) 

For solving an initial value problem it is necessary that 
, _ 2m = 'Zm' Note that 0 < 2y < 211". We let a superposition 
of invariant solutions, 

OX> 

u(x,t) = L Amum (x,t;'zm)' 
m= - 00 (5.8) 

OX> 

v(x,t) = L Amvm (X,t;'2m)' 
m= - 00 

represent the solution of the initial value problem (5.1) for 
system ( 1.2). The constants {Am ,'2m} are to be determined. 
In practice we determine {Am cos '2m' Am sin, zm} due to 
the form of (5.8). Clearly A m = if m since u(x,t) and 
v(x,t) are real. 

The initial condition (5.1) and (5.6)-(5.8) lead to the 
following Fourier series representations: 

U(x)[e(x)siny] 1/2 = 

where 

00 

~ B ei2my 
£. m , 

m - 00 

Bm = (-1)m[hm(O;'zm) +gzm(0;'2m)]Am , 

Cm = ( - 1)m [/zm (O;'m) - g2m (0;'2m >lAm. 

m =0, ± 1, ± 2, .... 

Bm = ~ [e-'2mYU(x(y»)e-YIZV[Siny] -liZ dy. 
1T 0 

(5.9) 

(5.10) 

(5.11) 

where x and yare related in a 1: 1 manner by y = v log e (x). 
This completes the solution of the IVP (5.1) of system ( 1.2). 
The convergence properties of the Fourier series (5.9) de
pend on the nature of the functions U(x) [e(x)siny] -1/2, 
V(x)[e(x)/siny],12. Iflimx_ ± 00 U(x) = limx_ + 00 Vex) 
= 0, U(x), Vex) bounded on ( - 00,00) then the series 
(5.9) converge in the mean. 

See the Appendix for general expressions for {hm (0;,) 
±g2m (O;,)} and discussion of the algorithm to compute 
(5.8). 

Now we give the algorithm to find the Green's functions 
(G; (x,s,t),I( (x,s,t», i = 1,2, for the initial value problem 
(5.1). Here (u,v) = (G;(x,s,t), K;(x,s,t»), i= 1,2, satisfies 
(1.2). and 

G I (x,s,O) = o(x - s), Kl (x,s,O) = 0; 

G2(x,s,O) = 0, K 2(x,s,0) = o(x - s). 
(5.12) 

In terms of these Green's functions, the solution of the IVP 
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(5.1) for system (1.2) may be formally represented as 

U = J: 00 [G I (x,s.t) U(s) + G2(x,s,t) V(s) ]ds, 

(5.13) 

v = J: 00 [K I (x,s.t) U(s) + K2(x.s.t) V(s) ]ds· 

In computing the coefficients for (G;,K;) we set Cm 

=C:", Bm =B:", Am =A:", '2m ='~m. i= 1,2. Then 
(5.11) gives 

C!. =0, 

B!. = ~ [e(s)] -3/2(sin[ v log e(s) ]] 1/2e 
1T 

,2mv log e(!!') , 
(5.14) 

C!, = e(s)B!.. 

B!, = O. 

Now from (5.10), (5.14). (5.8), (5.4). and (5.5) it follows 
that {Gil KII G2, K 2} are of the form 

G I (x,s,t) = [e(s)] -3/2[sin[ v log e(s) ]'/2] 

OX> 

X L a!.e-i2mvlogCWU!.(x.t), 
m - 00 

00 

X L b!.e - i2mvloge(!!,) V!. (x,t), 
(5.15) m= - 00 

00 

X L a!,e ,2mvlog e(!!') U!, (x,t), 
m -00 

m -00 

(5.15) 

where the constants {a:",b:"} and the functions {U:" (x,t), 
V:" (x,t)}. i = 1.2. are independent of s. 

Now consider (5.11) for hump functions (unimodal 
functions) 

U(x) = (siny)n+1I2eOIZ)ay, Vex) =0, (5.16) 

where n = 0,1,2, ... , and a is an arbitrary real constant. 
Then limx_ ± 00 U(x) = 0, and U(x) has precisely one 

extremum (a maximum) located aty = yt, 0 <yt < 1T, where 

yt=arccot(-al(2n+l»). (5.17) 

Let 

K=al(2n + 1), (5.18) 

U(x;K,n) = [sinye"" Isinyte""t] n + 112, n = 0,1,2, .... 
( 5.19) 

For each n, the hump function U(x) = U(x;K,n) has 
amplitude 1 with its maximum located at y = yt 
= arccot( - K). 

If yt is fixed and n increases, from (5.19) it follows that 
the hump sharpens. It sharpens to a spike as n .... 00. Three 
profiles of U(x) are plotted in Figs. 6(a) and 6(b) for n = 0 
and n = 10, respectively, with v = 1.4. 
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FIG_ 6. (a) Hump function U(X;K,O); (b) Hump function U(x;K,IO). 
Three hump functions are plotted for n = 0 [Fig. (a) 1 and n = 10 [Fig. 
(b) 1- In both cases the locations of the peaks are at x = - 15, 11.25, and 45 
and the corresponding values of K are about - 2.25X lOS, 3.73, and 
1.62 X 102

, respectively. The value of v is 1.4. 

Let 

A(K,n) = [sinyteKyt] -(n+1/2). (5.20) 

Corresponding to U(x;K,n), 

Bm = Bm (K,n) = A (K,n) (7T e - i2myeb(K,n)y sinn y dy, 
1T Jo 

which integrates to 

Bm = n! [A(K,n)la1T] 

(eb7T _ 1) 
X--~~--~~--~~--~--~ 

(a2 + n2)(a2 + (n _ 2)2) ... (a2 + 22) 

if n = 2N, N = 1,2, ... , 

n = 0,1,2, .... 

It follows that 

[
In+2 (0:;) +gn+2 (0:;)] = _ (n + ~)(n +!> + R 2 - fR 

In+2(0,;) -gn+2(0,;) 0 

n = 0,1,2, .... 
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Bm = n! [A(K,n)I1T] 

X (eb7T + 1) 
(a2 + n2)(a2 + (n _ 2)2) ... (a2 + 12) 

if n = 2N - 1, N = 1,2, ... , (5.21) 

with 

b=b(K,n) =H(2n+ 1)K-l/V], (5.22) 

and 

a=a(K,m,n) =b(K,n) -2mi. (5.23) 

One can show that 

B (K 2N) = (2N)!A(K,2N) (eb7T _ 1) b + 2mf 
m , 1T b 2 + 4m2 

N b 2 + 4k 2 _ 4m2 + 4bmf 

X JI (b 2 + 4k2 _ 4m2)2 + 16b 2m2 ' 

Bm (K,2N -1) 
(5.24) 

= (2N - 1)!A(K,2N - 1) (eb7T + 1) 
1T 

N b 2 + (2k - 1)2 - 4m2 + 4bmf 

X JI (b 2 + (2k _ 1)2 _ 4m2)2 + 16b 2m2 ' 

N= 1,2, .... 

Ifn = 0, 

Bm (K,O) = (211T)A(K,0) [e(\/2)(K-lIv)7T - 1] 

X [ (K - l/v) + 4mf ] (5.25) 
(K - l/V)2 + 16m2 . 
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APPENDIX 

1. Computation of (f2m(O;~)±g2m(O;~)} 

From (4.16), it follows that 

[
In + 1 (0;.;)] = (f(n +~) . R ) [In (O~;)] , 
gn+ 1 (0,;) - R -len + D gn (0,;) 

n = 0,1,2,... . (A1) 

Hence 

(A2) 

(A3) 
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Let Thus [cf. (4.18)] 

4R 
am = arctan , (A4) (Ihm (O;t) 12 + Ig2m (O;t) 12)1/2 = SIS2·· ·sm/4m, 

(4m - 1)( 4m - 3) + 4R 2 

Sm =([(4m-l)(4m-3) +4R2]2+ 16R 2)112, (AS) 
m = 1,2,... . (A9) 

and 

em =al +a2+ ... +am, m=·1,2, .... 

Then 

(A6) 2. Computation of {fn (Z;~), 9 n (Z;~)} 

Consider (4.16). The matrix 

=Fie = [( _l)m/4m](SIS2···Sm)e m[cost =t=sint], M(n,z,R) 1 (a(n,z) R) (AW) 
~(n+D2+R2 -R a(n,z) 

m = 1,2,... . (A7) 

Note that is a unitary matrix. 

hm (O;t) = [( - l)m/4m](SIS2·· ·sm) 
Let 

X [ cos em cos t + i sin em sin t ], fln =arctan[2R/(2n+ 1)], n=0,1,2, ... , (All) 

g2m(0;t) = [( -l)m+I/4m](SIS2···Sm) 

X [cos em sin t + i sin em cos t ], 
m= 1,2, .... 

(A8) 

and 

1= Re/+ilmf 

Then 

[

Rein + 1 (z;t) 1 [Rein (z;t) 1 
Imln + 1 (z;t) Imln (z;t) 
Regn+l(z;t) = -~(n+p2+R2N(flm'tP) Regn(z;t) , 

1m gn + 1 (z;t) 1m gn (z;t) 

where tP = arccot z, and the 4 X 4 orthogonal matrix 

C"P"=~ 
cos fl n sin tP - sinfln 

o ) - cos fln sin tP cos fln cos tP 0 - sinfln 
N(fln'tP) = . fl 0 cos fl n cos tP -cosfln sintP ' 

n = 0,1,2, ... , 
Sln n 

0 sinfln cos fl n sin tP cos fl n cos tP 

and 

[

Refo(Z;t)] [ cos[R log(z +~) + t] ] 
Imfo(z;t) 1 0 

Rego(z;t) = ~ -sin[Rlog(z+~) +t] . 
Imgo(z;t) 0 

3. Asymptotic properties of (fn(z;~)' gn(Z;~)} can show that as z -+ + 00 [cf. (4.28)], 

94 

Asz-+ + 00, from (4.16), 

[
/,.+ 1 (Z;t)] __ ~(n +!)2 + R 2 

gn+ 1 (z;t) 

(
COSfln 

X . fl 
SlO n 

- Sinfln) [In (Z;t)] , 
COS fln gn (z;t) 

n = 0,1,2, .... (AIS) 

From (AIS) and an analysis of the error in (AIS), one 
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In (z;t) = (Pn+ /z) [cos [R log z + Pn+ ] ] 

X[l +O(l/z)], 

gn (z;t) = - (p/ /z)sin [ [R log z + Pn+ ] ] 

X[l +O(1/z)], 

where 

G. Bluman and S. Kumei 
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(AI6) 

(AI7) 
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,,-1 

p,,+ =Rlog2+~- 2: Pk' n= 1,2, ... ; 
k=O 

{Pk} defined by (All). 

4. Discussion of the algorithm to compute (5.8) 

(A18) 

For n = 2m, consider the matrix defined by (4.17), 
namely 

( 
A(2m,z,R) B(2m,z,R»). 

P (zR)-
2m , - _ B(2m,z,R) A (2m,z,R) 

(AI9) 

Then 

(A20) 

Note that the matrix P2m (z,R) is independent of ~2m' From 
(4.7) and (4.8), 

[1o(Z;~2m)] 1 (cos R'II(z) 
gO(Z;~2m) = ..J?+T - sin R'II(z) 

[ 
COS~2m ] 

X .,. . 
- sm ~2m 

SinR'II(Z») 
cosR'II(z) 

(A21) 

Now multiply both sides of (A20) by Am and setz = O. Then 

A [hm(0;~2m)] =A P (OR) [ COS~2m] (A22) 
m (0 ,.) m 2m' .,., g2m ;~2m - sm ~2m 

where (A7) gives 

P (O,R) = 12m 
( - 1)

m
s S ···s (11 

2m 2.4m 

(A23) 

Thus from (A22) 

Am [ co~ ~2m ] = [P2m (O,R)] -lAm [hm (0;~2m )] , 
- sm ~2m g2m (0;~2m ) 

(A24) 

(A25) 

From the initial condition (5.10), 

Am [hm(0;~2m)] = (_1)m C _!) [~mm]' 
g2m (0;~2m) 2 1 

(A26) 

Hence in the superposition (5.8), 

Am [hm (Z;~2m) ] 
g2m (Z;~2m) 

4m 

2sls2 " ·Sm..J?+T 

( 
cosR'II(z) SinR'II(Z») 

XP2m (z,R) -sinR'II(z) cosR'II(z) 

(A27) 

Note that explicit computations of {Am'~2m} are not re
quired. Thus the problem of determining {A"J2m (Z;~2m)' 
Amg2m (Z;~2m)} has been reduced to the computation of 
P2m (z,R). 

Algebraically, P2m (z,R) is determined by using the re
cursive relation (4.16) or its real version (AI2)-(AI4). 
Next we give a nonrecursive procedure for finding P2m (z,R) 
based on a numerical solution of an initial value problem for 
a system of ordinary differential equations. 

Let 

[I] = [F2m (Z)] 
g G2m (z) 

(A28) 

solve the system corresponding to (3.20) and (4.1) for 
U = - 2mi, namely 

(r + 1) dl + (z - 2mi)1 - R ..J?+T g = 0, 
dz 

(r + 1) dg + (z + 2mi)g + R ..J?+T 1 = 0, 
dz 

with initial condition 

(A29) 

(A30) 

for any nontrivial choice of constants {bm ,cm }, m = 1,2, .... 

Then [~~:~;) ] equals the right-hand side of (A27) with Bm 
= bm, Cm = Cm' Here P2m (z,R) is determined in terms of 
{F2m (z), G2m (z)}, 

- G2m (Z») 

F2m (z) 

C m ) (e- iem 0) (COSR'II(Z) SinR'II(Z») (1 1) 
-Bm 0 e+ iem -sinR'II(z) cosR'II(z) 1 -1' 

(A31) 

Note that the matrixP2m (z,R) is independent ofthe choice of{bm,cm}. Ifbm = 1, Cm = 0, then (A31) becomes 

P
2m 

(z,R) = SIS2' "sm ~2(? + 1) (F2m (z) - G2m (z) )(e -:m cos(R'II(z) -1T14) - e~'9tem sin(R'II(z) -1T14)) . 
4m G2m (z) F2m (z) e m sin(R'II(z) - 1T14) e' m cos(R'II(z) - 1T14) 

(A32) 
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Any numerical procedure such as Runge-Kutta can be used 
to find {F2m (z), G2m (z)}, m = 1,2, .... 

The following asymptotic expression is useful for com
puting {A".t;m (Z;t2m)' Amg2m (Z;t2m)} for large z: using 
(All), (A16)-(A18), (A24)-(A26), one can show that as 
Z--+ + 00, 

( 

ie e m cos CiJm (z) 
X ie 

- e m sin CiJm (z) 

-is. () -e mSlnCiJm Z) 

-ie ( -e mCOSCiJm Z) 

X [~:] , (A33) 
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where 
1r 2m-I 

CiJm (z)=Rlog2z--- L Ih, 
4 k=O 

and {em,sm} are given by (A4)-(A6). 

IG. Bluman and S. Kumei, J. Math. Phys. 28, 307 (1987). 
2B. Seymour and E. Varley, Stud. Appl. Math. 76, I (1987). 

(A34) 

3M. Abramowitz and I. Stegun, Handbook of Mathematical Functions (Do
ver, New York, 1965), Chap. IS. 
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Splitting methods and Invariant Imbedding for time-Independent wave 
propagation In focusing media and wave guides 

J. W. Evans 
Ames Laboratory, Applied Mathematical Sciences, Iowa State University, Ames, Iowa 50011 

(Received 30 July 1986; accepted for publication 16 September 1987) 

For time-independent wave propagation in focusing media or wave guides, backscattering and 
coupling between propagation modes are caused by deterministic or random variations of the 
refractive index in the distinguished (x) direction of propagation. Various splittings of the 
wave field into forward and backward traveling components, which lead to coupled equations 
involving abstract operator coefficients, are presented. Choosing a natural explicit 
representation for these operators immediately yields a coupled mode form of these equations. 
The splitting procedure also leads naturally to abstract transmission and reflection operators 
for slabs of finite thickness (a.;;;;x.;;;;b), and abstract invariant imbedding equations satisfied by 
these. The coupled mode form of these equations, together with such features as reciprocity 
(associated with an underlying symplectic structure) are also discussed. The example of a 
square law medium is used to illustrate some of these concepts. 

I. INTRODUCTION 

Here we consider only time-independent scalar wave 
propagation described by the d> 2 dimensional Helmholtz 
equation. We assume that there is a distinguished direction 
of propagation chosen as the x direction in a Cartesian coor
dinate system (X I,x2,x3"") where XI =x, (X2,x3"") = Xl' 
The Helmholtz equation is thus written naturally as 

~xx + S~ = 0 or ~ (~J = (0_ S ~)(~J, (1.1) 

where S = Al + k 2 (x), and suitable boundary conditions 
are imposed on ~ if the range of Xl is restricted. Here 
Al = a2lax/ is the transverse Laplacian, k(x) kn(x.), 
where n (x) is the refractive index, and k > 0 is arbitrary. We 
shall regard {S=S(x)} (implicitly including any appropri
ate boundary conditions) as a generally noncommutative 
family of unbounded self-adjoint operators on L 2(Xl ). 

Our treatment of the Helmholtz equation ( 1.1 ) is based 
on a splitting of ~ into right (x increasing) ~+. and left (x 
decreasing) ~-, traveling components. This decomposition 
is achieved in terms of a splitting operator P as 

(~+) (~) . 1 (1 - iT-
1/2

) 
~- =P ~x • wlthP=P(x) =2" 1 +iT- I12 ' 

( 1.2) 

i.e., ~± =1(~ iT-1/2~x)' so ~=~- +~+. Suitable 
choices of the operators T= T( x), on L 2 ( Xl ) are discussed 
below (cf. Refs. 1-6). Formal manipulation of (1.1) now 
yields (cf. Ref. 4 ) 

d (~+) (~+) 
dx ~- =A(x) ~- , 

A(x) =p(O l)p 1 + (~p)p 1 

S 0 dx '(1.3a) 
or 

+~(T-1/2)xTI/2(~± - ~~) . (1.3b) 
2 

To motivate (1.2) and 0.3), we note that the choice 
T=S diagonalizes 

p(O l)p_ I 

-S 0 ' 

thus decoupling (1.3) and providing natural definitions for 
~± in regions wheren(x) (orS) isindependentofx. We call 
this choice full local splitting, noting that it provides, in some 
sense, the most complete splitting. It is naturally used (and 
illustrated in this contribution) for media with deterministic 
n(x) which varies with x. Clearly, as recognized previous
ly,2,4 there is no unique natural choice in regions where n (x) 
varies with x. We now mention some other useful splitting 
choices. Reference splitting where T(x) =So, independent 
of x, is also suitable for treating deterministic media where 
variations in n(x) with respect to x are restricted to some 
localized region. Here we naturally choose 
So=lim1xl _.., Sex). We have recently implemented refer
ence splitting to treat wave propagation in random media 
where the (statistical) mean, (n(x» ofn(x), is independent 
of x, and we choose So = (S ).7 Of course (1.2) and (1.3) also 
allow for the possibility of intermediate splittings where 
T=t=S, but Tstill depends on x, e.g., T(x) = (S(x» for ran
dom media where (n(x» also varies with x. 

Neglecting ± coupling in (1.3) produces a "unidirec
tional propagation approximation" which will be of the 
WKB (parabolic) type for local (reference) splitting. Such 
an approximation constitutes the lead term in an iterative 
Bremmer-type series expansion 1 of the exact solution of 
( 1.3). For either an exact or approximate treatment, it is 
clearly necessary to develop an operational calculus for the 
splitting operator T(x). This is trivial if one simply makes a 
scalar choice for T(x) [e.g., T(x) =k 2 (x,xl = 0) (or the 
Ixl ..... 00 limit, should it exist) which produces an Arnaud3 

(Leontovich-Fock8
) approximation], but instead we con-
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sider only "more complete" abstract operator choices in an 
attempt to avoid "kinematic" contributions to backscatter
ing [i.e., those not associated with variations of k(x) with 
respect to x]. The spectral theory for T(x) is only trivial for 
stratified media where T is multiplicative in the transverse 
Fourier transform variables. More generally, Weyl pseudo
differential operator calculus can be used,9 but here we uti
lize conventional self-adjoint operator spectral theory, 
which, for focusing media or wave guides, corresponds to a 
wave field decomposition into a complete set of guided and 
radiation modes. 

Mode-coupled equations, obtained by evaluating the ab
stract operator splitting equations ( 1.3) in a natural explicit 
representation, are displayed in Sec. II. A "more conven
tional" derivation of these equations is also provided. The 
explicit example of a square law medium with one lateral 
dimension is treated in Sec. III, and a diagrammatic repre
sentation of the Bremmer-type series solutions is provided. 
Invariant imbedding equations for transmission and reflec
tion operators for slabs of finite thickness are presented in 
Sec. IV, and the symplectic structure of the underlying split
ting equations is shown to generate important reciprocity 
conditions. 

II. LOCAL SPLITTING APPLIED TO DETERMINISTIC 
FOCUSING MEDIA AND WAVEGUIDES 

The infinite focusing media (or open waveguides) con
sidered here have the following properties: (i) n(x) attains 
its maximum near Xl = 0; (li) n(x) ..... n ao (x), as Ixll ..... 00, 

for each x; and (iii) n(x) is independent ofx outside of the 
interval (0 < ) a < x < b. Thus any guided wave propagation 
is along the x axis, and scattering is restricted to a <x < b. 
The self-adjoint operator T(x) ==S(x) here in general has 
several discrete eigenvalues satisfying A.e(k 2n:, (x), 
k 2 max n2(x»). The corresponding L 2(Xl )-normalized ei
genfunctions describe the guided modes. 10.11 We note that if 
d=3 and <5n(x)==n(x) -nao (x)eCO'(R 2

) is non-nega
tive, then there exists at least one such guided mode,12 no 
matter how small k! (This is also a property of symmetric, 
but not asymmetric, slab waveguideslO

.) In addition, each 
A.e[ - 00,k 2n:, (x)] is in the continuous spectrum. Specifi
cally, A.kl = k 2n:, (x) - Ikl l2 is associated with "weak" ra

diation mode eigenfunctions _eik"Xl as Ixll ..... 00. Modes 
with A. > 0 ( < 0) are described as propagating (evanescent) 
for reasons which will become obvious. A schematic of the 
spectrum of T = S is shown in Fig. 1. Radiation modes can 
plan an important role in wave propagation, but one en
counters fundamental problems associated with singulari
ties in associated coupling terms l1 (see below). A guided 
mode can also disappear into the continuum of radiation 
modes as x varies, as a result of changes in the shape of n (x) . 
Such a cutoff highlights a fundamental problem with an 
"adiabatic" treatment neglecting mode coupling. 11 This 
problem will not be addressed here. 

For a closed waveguide, Xl is restricted to a finite region 
for each x. Its boundary (where conditions are imposed on 
the wavefield) is assumed to vary smoothly with x for 
a < x < b, and to be fixed elsewhere. Here the spectrum of 
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FIG. 1. A schematic of the continuum spectrum (cross-hatched line) and 
point spectrum (circles) of T=S. 

T==S is purely discrete, each eigenvalue A. corresponding to 
one or more guided modes. A mode which is propagating 
(A. > 0), for large x, could become evanescent for part of 
a < x < b (the quantum mechanical analog of which is "bar
rier tunneling" 13 ). In this case one sees singUlarities in the 
splitting procedure (certainA. -1/2 ..... 00) generating a strong 
coupling between forward and back propagating modes (cf. 
the connection formulas for barrier tunneling13

). We shall 
not discuss this further here. 

It is convenient to introduce generic mode labels K and 
to denote all (T==S)-mode eigenfunctions by tPK(xllx) 
== (x1IK,x) (using Dirac notation), and corresponding 
eigenvalues by A.K (x). Thus if l:K represents a sum/integral 
over all modes, then one has that 

f(T(x») = L:f(A.K(x»)IK,X)(K,xI· 
K 

The modal coefficients <PK (x) = (K,xl<p) of <p(x) satisfy 

(2.1 ) 
K 

We note here that 

(tPX)K = (K,xl ! I tP) = ! (K,xltP) - (! (K,xI)itP) 

= ! tPK + ~(K,xl ! IK',X)tP.; , 

(2.2) 
so, from ( 1.2), one has 

tP! = ~ (tPK += iA. K- 1/2 ! tPK) 

i , _ 1/2 ,,( I d I ' ).,. +=-"'K ~ K,x - K,X '/'.;. 
2 K' dx 

(2.3 ) 

We can obtain directly from (1.3), with T(x) ==S(x), cou
pled equations for tPK±' which after some rearrangement be-
come 
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[(
A (x) )112] } 

- A: (x) + 1 t/J,t· (x) 

=F K± (x), say. (2.4) 

Note that contributions to (T(x) -1/2)x come from the x de
pendence of both eigenvalues and eigenfunctions (here bras 
and kets). For evanescent AK<O, we set A!12=iIAKI

I
/
z 

guaranteeing that the corresponding components of t/J+ 
(t/J-) are exponentially decreasing as x increases (de
creases). The singular behavior of the coupling coefficients, 
(K,xldldxIK',x), where K, K' are both radiation modes, is 
discussed in Appendix A for d = 3. 

Clearly (2.4) provides a natural starting point for the 
analysis of back scattering effects on wave propagation. For 
boundary conditions corresponding to one or more right
propagating guided modes at x = 0 [t/JK+ (0) =1=0, for such 
K], and no left-propagating waves at x 00 [t/J K- ( 00 ) = 0] , 
(2.4) can be rewritten in integral form as 

t/JK+ (x) = ifJ/ (x) + LX dx' G K+ (xlx')F K+ (x') , 
(2.5) 

t/JK- (x) = - 1"" dx' G K (xlx')F K (x'), 

where 

ifJK+ (x) =G K+ (xIO)t/J/ (0) 

and 

G!(xlx' )= _K __ exp ±i dX"A~(X"). (
A (X'»)1I4 (LX ) 
AK(X) x' 

The only contribution to the integrals, associated with in
homogeneity in n (x) with respect to x, comes from the scat
tering region x' E [a,b ]. If coupling between guided modes is 
weak and coupling to radiation modes can be ignored, then 
the iterative solution of (2.5) is viable. 

It is instructive to consider the relationship of (2.4) to 
the more conventional mode-coupled equations for t/JK' 
(t/Jx ) K' We show, in Appendix B, how the latter can be used 
to generate a standard second-order equation for the t/J K [as 
could have been obtained from an explicit propagation mode 
representation of ( 1.1) ]. By introducing an appropriate infi
nite matrix splitting operator, we can also recover (2.4). 

III. WAVE PROPAGATION IN SQUARE LAW MEDIA 
(WITH VARIABLE FOCUSING) 

When the guided mode wave propagation in focusing 
media is effectively confined laterally to a region near the 
maximum of n (x), one might expect a quadratic approxima
tion for n (x) to be reasonable. This motivates the analysis of 
"square-law" media where 

n(x)2=I-B 2(x)lxl I2, (3.1) 

which. of course. is unphysical for IXll >B -I. Relation 
(3.1) provides a useful description for certain optical fibers. 
Although replacing the physical n (x) by (3.1) may have 
minimal effect on the highest (guided mode) eigenvalues 
and eigenfunctions of T(x) =S(x) and the corresponding 
eigenfunctions. it affects those of lower eigenvalues more 
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dramatically. and replaces the continuous radiation mode 
spectrum with a "spurious" point spectrum. 

For simplicity we confine our attention to d = 2 here (a 
single lateral dimension). Here the eigenfunctions and 
eigenvalues of 

a2 

T(x)=S(x) =--2 +k 2(1-B 2(x)x/) 
aX1 

are given by 

t/Jm(x1Ix) = (2- mlm!)1/2(kB(x)hr)I/4 

XHm(kl/2B(x)1/2xde-kB(X)XI12, (3.2) 

Am (x) k Z - 2kB(x) (m + D. for m;;..O. 

where H m is the mth-order Hermite polynomial. Using stan
dard relationships for the H m' one can show that 

..!!....Im.x) = B'(X) [m l/2 (m -1)1/2Im - 2,x) 
dx 4B(x) 

(m + 2)1/2(m + 1)1/21m + 2,x)] • 
(3.3a) 

so 

I m,xI..!!....ln x) = B '(x) [(m + 2)1/2(m + 1)1/2t5 
\ dx' 4B(x) m+2,n 

(3.3b) 

It is elucidating to consider the high wavenumber (k) 
regime here where dldxlnAm and (Am±zIAm)1/2-1 
= O( 11k). which indicates the small coupling between for
ward and backward propagating modes. In this regime (2.4) 
becomes 

! t/J~ =+ i[ k - B ( m + !)] t/J~ 
= B'(x) [ml/2(m _1)1/2.1.± 

4B(x) 'Fm-2 

(m+2)1/2(m+l)1/2t/J~+2] +o(!). (3.4) 

Let us now utilize the integral form (2.5) ofthe mode 
coupled equations (2.4) for a scattering problem with 
boundary conditions t/J';:- (0) a::t5m ,o, t/J,;; (00) = 0 for all 
m;;..O. Clearly, from (3.3) and (2.4), one has that 
t/J:; (x) =0, for m odd. Expressions for t/J:;. with m even, can 
be obtained from the iterative solution of (2.5) [assuming 
that no A m (x) changes sign or becomes zero, as x varies]. It 
is natural to represent contributions to these solutions dia
grammatically in terms of paths on a lattice of points labeled 
by the modes (m, ± ). The zero length path (0, + ) and 
segments connecting different points have the interpretation 
shown in Fig. 2. Then t/J:; is represented as a sum over all 
paths connecting (0, + ) to (m, ± ) (see Fig. 3). One can 
straightforwardly extend these considerations to higher di
mensional (d;;.. 3) square law media. 

IV. INVARIANT IMBEDDING, SYMPLECTIC 
STRUCTURE AND RECIPROCITY, AND OTHER 
SYMMETRIES 

We have shown that the basic differential equation asso
ciated with any splitting has the form 
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[
(\;2(X.»)1I2 ]~) 
l~ ... a~. 

(m,-) (m.2,-0) [(m,-) (m,.») (m,.) (0.2, 0) [(m,.) (0,-») 
~ ~ are obtained from ~ ~ 

by repladng r dx' G+ ••• vlthI- dx' G- ••• 

JO • x • 

FIG. 2. Operator theoretic interpretation of path segments appearing in the 
diagrammatic representation of solutions of the coupled wave equations. 
Hereu= + I or -1. 

where j = (0_ I ~), ( 4.1 ) 

defining H(x) = - jA(x) and noting that - j2 = 1 (the 
identity). Since (4.1) is linear, one naturally defines the ab
stract transmission T ± and reflection R ± operators for 
slabs [x,y] of finite thickness, by 

(
V'-(X») = (R + (x,y) T-(X,y»)("V(X») 
t/J+(y) T+(x,y) R -(x.v) t/J-(y) 

(
t/J+ (X») 

=S(x,y) t/J- (y) , (4.2) 

where S is called the scattering operator and clearly 
T ± (x,x) = I, R ± (x,x) = O. The operator S satisfies the 
differential equation (cf. Refs. 4, 5, and 14) 

.E... S = (T - O)H (T + R -) . 
ay \R - I (y) 0 I (4.3) 

Taking the four components of (4.3) provides the familiar 
Ambarzumian form of the invariant imbedding equations. 14 

An equivalent set may be obtained from these by making the 
replacements a/iJy-a/ax, T-++T+, R -++R +, 

H± ± (y)-H~~ (x),H± ~ (y)-H~ ± (x). 

+ 
ljIo 

-
ljio 

+ 
I/Izm 

0+ 2+ 4+ 0+ 2+ 0+ 2+ 

= 2+ + ru + f§[ + IT 
0- 2- 0- 2- 0- 2-

0+ 2+ 0+ 2+ 0+ 2+ 0+ 2+ 

+ 0= + 2t + &" +N + ••• 
0- 2- 0- 2- 0- 2-

0+ 2+ 0+ 2+ 0+ 2+ 

IT + I2[ + N + ... = 
0- 2- 0- 2- 0- 2-

0+ 2+ 4+ 2m+ ITI _____ n_ TI 
= -- ---- ---

0- 2- 2m-

0+ 2+ 4+ 2m+ 

+ &L2r -------=-n + ... 
0- 2- --------. 2m-

FIG. 3. Diagrammatic expansions for various forward and backward trav
eling modal components of the wave field. 
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Since these equations have a structure generic to many 
problems in wave propagation and transport theory, we anti
cipate that there exist basic relationships between the reflec
tion and transmission operators. To fully elucidate this 
structure, it is appropriate to introduce several new quanti
ties. Let C (x,y) be the operator which propagates the wave
fields t/J± from x toy, i.e., 

(4.4) 

where, from (4.2), 

C++ = T+ -R -[T-]-IR +, C+_ =R -[T-]-I, 

C_+ = - [T-] -IR +, C __ = [T-] -I. (4.5) 

Though C is less physical than S, we shall see that in certain 
cases it can be regarded as a (linear) canonical transforma
tion. Note that from (4.1) and (4.4), one clearly has 

C(x,x + ax) = 1 + A(x)ax + O(ax2
) , (4.6) 

where 1 is the identity. Finally, it is convenient to define 

OI(X) = (0 _ O(X») O(x) = (O(X)? ) 
- O(x) 0 ' .v 0 O(y) , 

(4.7) 

where the operator O(x) will be sp'ecified later, and - denotes 
a real involution operation (so A = A, i = i). Now using 
( 4.1 )-( 4. 7) as defining relations, one has the following. 

Theorem: The following conditions are equivalent for 
any differentiable O(x): 

i.e., 

and 

(i) O(x.v)S(x,y) = S(x,y)6(x,y) , 

O(x)R + (x.v) = R + (x.v)O(x), 

O(y)R - (x,y) = R - (x,y)O(y) 

O(x)T-(x,y) = r+(x.v)O(y); 

(ii) C(X,y)OI(y)C(X,y) = OI(X) , 

i.e., a symplectic condition for C; 

(4.8) 

(4.9) 

(iii) A(X)OI(X) + OI(x)A(x) + O! (x) = 0, (4.10) 

or equivalently, 

i.e., 

and 

H(x)6(x,x) - O(x,x)H(x) + O! (x) = 0, 

H++(x)O(x) = O(x)H++(x), 

H __ (x)O(x) = O(x)H __ (x) , 

H_+(x)O(x) -O(x)H+_(x) +Ox(x) =0. 

Proof: (i) => (ii): Calculation of the components of 
C(X,y)OI (y)C(x,y), followed by substitution of identities 
from (i), shows straightforwardly that this quantity equals 
OI(X). 

(ii) => (iii): Substituting the expansions 

C(x,x + ax) = 1 + Aax + O(ax2
) , 

C(x,x + ax)-I = 1- Aax + O(ax2
) , (4.11 ) 

and 
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al(x + t\x) = al(x) + a! (x)t\x + O(t\x2) , 

into the identity 

C(x,x + t\x)al(x + t\x) = al(x)C(x,x + t\x) -I, 
(4.12) 

and equating terms O(t\x) yields (iii). 
(iii) ~ (i): Using Eqs. (4.3) and identities from (iii), 

one obtains 

i.[O(x)R +] =O(x)T-H++(y)T+ ay 
= T+O(y)H++(y)T+ 

+ [O(x)T- - TO(y) ]H++(y)T+ , 

and 

~[R +O(x)] = T+H++(y)T-O(x) 

= T+H++(y)O(y)T+ + T+H++(y) 

X [T-O(x) - O(y)T+] , (4.13) 

so 

i.[O(x)R + - R +O(x)] 
ay 

(4.14 ) 

where I denotes the involution of the first term. Similarly, 

i.[O(y)R - - R -O(y)] 
ay 

= [O(y)R - - R -O(y)] 

X[H++(y)R+H++(y)] -I, 

i.[O(y)T+ - T-O(x)] 
ay 

= [O(y)R - - R -O(y) ]H++(y)T+ 

- [R -H++(y) +H++(y)] 

X [T-O(x) - O(y)T+] . 

(4.15 ) 

(4.16) 

Since the identities (i) [i.e., (4.8)] are trivially satisfied 
when x = y, (4.14)-(4.16) show that they are satisfied for 
ally;;;.x. 0 

Now we apply these results to the specific choice of split
ting of", into "'± defined by (1.2) and thus associated with 
the operator T = T(x). The corresponding components of H 
can be determined from (1.3). For this application it is nec
essary to choose the real involution - to correspond to the 
real transpose (rather than Hermitian adjoint) and to note 
that appropriate choices of T satisfy T = T, i.e., 

I dXl "'(Xl )(T;)(xl ) == I dXl ;(Xl )(T",)(xl ) 

= I dXl "'(Xl )( T; )(Xl ) . 

( 4.17) 

This is obviously true choosing, e.g., T = Sex) 
= a1 + k 2(X) (local splitting) or T = So = a1 

+ k2(X = ± 00 ,Xl ) (reference splitting) even if 
k(x) = kn (x) is complex valued corresponding to a dissipa-
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tive medium. Then condition (iii) is satisfied by the choice 

0= TI/2, ( 4.18) 

as may be verified by straightforward calculation. 
Another symmetry property for the operator C(x,y) is 

based on the observation that the (easily verified) relation
ship 

(0 1)- (0 I) I 0 A(x) = A(x) I 0' 

or 

A++ =A __ , A_+ =A+_, 

is equivalent to 

(0 1)- (0 I) 
I 0 C(x,y = C(x,y») I 0 ' 

or 

( 4.19) 

C++(x,y) = C __ (x,y), C_+(x,y) = C+_(x,y) . 
(4.20) 

This is representative of a broader class of symmetry rela
tionships.ls When (4.20) is combined with (4.9) and 
( 4.18 ), one also obtains 

_ (T 1/2(y) 0 )_ 
C(x,y) 0 _ T/2(y) C(x,y) 

= (OT
I
/
2
(X) 0 ) 

_ T I/2(X) • 
(4.21 ) 

Matrix elements of scattering operators are evaluated 
here using a natural mixed representation with respect to 
eigenfunctions of (different positioned) splitting operators 
T(x). For example, T K~K (x,y) = (K',yl T + (x,y) IK,x) is the 
appropriate transmission coefficient connecting right propa
gating modes K at x, and K' at y. Generic Dirac notation is 
used here for T eigenbras and eigenkets, and corresponding 
eigenvalues are denoted by AK (x) (but now these will not 
correspond to S eigenbras and eigenkets and eigenvalues 
when S 1= n. This prescription is automatically compatible 
with the evaluation of operator products required in (4.3) 
(or equivalent versions of these equations). Clearly, in 
(4.3), Tbras and kets for all components ofH(y) are evalu
ated at y. The important reciprocity conditions (4.8) [using 
( 4.18)] have the explicit form 

AK (x) 1/2(K,xIR + (x,y) IK',x) 

= AK' (x) 1/2(iC' ,xIR + (x,y) liC,x) , 

AK (y) 1/2(K,yIR - (x,y) IK',y) 

=AK, (y)1/2(iC',yIR + (x,y) liC,y) , 

AK (x) 1/2(K,x1 T - (x,y) IK',y) 

= AK' (y) 1/2(iC',yl T + (x,y) liC,x) , 

where (xlliC,x) = "'K (Xl )*. 

(4.22) 

It is a straightforward matter to write down the explicit 
form of the mode coupled invariant imbedding equations. 
One could investigate an iterative form of solution which, to 
the lowest order, gives 

T ?;K -~K"K exp(f dS(K,sIH =F ± IK,s») and R K~K -0 . 

(4.23) 
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V. CONCLUSIONS 

An abstract splitting operator based formation is shown 
to provide a powerful and flexible formulation of wave prop
agation in "imperfect" media. Mode coupled equations con
necting forward and backward propagation provide a natu
ral basis for the analysis of backscattering effects. We have, 
however, noted some difficulties associated with guided 
mode cutoff, and propagating-evanescent transitions. The 
formalism also provides a natural basis for derivation of in
variant imbedding equations for transmission and reflection 
operators. The reciprocity relations derived here for these 
are important from a fundamental and practical perspective. 
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APPENDIX A: RADIATION MODE EIGENFUNCTIONS 
AND MATRIX ELEMENTS FOR d=3 

Here the eigenvalue equation for the radiation mode ei

genfunctions, rfJk, - (l/21T)eIk1
"", as IXl I ... (X), can be con

verted to the integral form 

.1. 1 1 ,k.1·Xl ik 2 J d I 
'f'k (Xl x) =-e +- Xl 

1 211' 4 

XH~ (kl lx1 - xL I)<5n(x,xL )rfJk1 
(xI Ix) , 

(Al) 

where kl = Ikll, and we have used the Hankel function H ~ 
to provide an explicit representation of the two-dimensional 
free Green's function (Al + kf)-1 (see Ref. 16a). Let us 
analyze radiation to radiation mode coupling coefficients, 
(k1,xld IdxlkL,x), of (2.4). First, one must consider 
d 1 dx rfJ ., which can be obtained from (AI) by differentiat-

kl 

ing under the integral sign. Thus its large Xl = IXl I asymp-
totic behavior is obtained directly from that of 

H ~ (k Ixl ) - (1Tk Lxl l2) -1/2 exp(ik LXl - i1T14) . 

Second, it is convenient to reexpress the plane wave part of 
rfJk

1 
as a linear combination of cylindrical wave eigenfunc

tions of A 11 proportional to 

Jv(k1x1) _(1TklXl )-112 COS(klXl __ 1 ___ 1_), 
2 2V1T 41T 

as Xl -+ (X) .16b After writing 

J dXl = J dt/J J dXl Xl"' 

it is clear that these coupling coefficients involve singular 
integrals of the form 

roo dkeikx = J..<5(k) + iPlk , (A2) 
Jo 2 

where P represents a Cauchy principal value integral. 
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APPENDIX B: SPLITTING OF CONVENTIONAL MODE
COUPLED EQUATIONS 

Let '11, '11 x denote infinite dimensional vectors with com
ponents rfJ K' (rfJx) K' respectively. Then, from (1.1), one can 
readily obtain the following infinite matrix form of the con
ventional mode-coupled equations II: 

d ('11) ( - D : I )('11 ) 
dx 'I1x = --'71. r .:. 5 'I1x ' 

(BI) 

where (I)K,,..· = <5K ,K is the identity, (A)K,K = <5,..,KAK (where 
the AK are the eigenValues of T=.S) , and (D),..,K 
= (K,xld IdxIK',x). Elimination of 'fix from (Bl) yields the 

standard second-order equation for '1111: 

d
d: '11 + 2D ~ '11 + (D2 + ~ D +A)'I1 = o. (B2) 
x dx dx 

Instead we introduce right, 'fI+, and left, "'-, traveling vec
tors in terms of a splitting operator P by 

(::) = p(:J, where P = ~ G j-;~;~), (B3) 

so the components of'l1± are just rfJ! (for local splitting 
where T=.S). Deriving equations for '11± from (BI) in the 
obvious way [cf. (1.3)] yields 

~'11± = +iI!.I/2'11± +J..(A- 1/2 ) Al/2 ('11± -'114=) 
dx - 2 x , 

- ! A - 1/2DA 1/2('I1± _ '114=) (B4) 

- ! D('I1+ + '11-) , 

recovering (2.4). 
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The Zitterbewegung of a Dirac particle in two-dimensional space-time 
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The path space measures that have been constructed in the present authors' previous papers to 
give path integral formulas in quantum mechanics for a Dirac particle in two-dimensional 
space-time are shown to be concentrated on those paths that have differential coefficients equal 
to plus or minus the light velocity in every finite time interval except at finitely many instants 
of time. 

I. INTRODUCTION 

In previous papers,I-3 we presented a mathematically 
rigorous treatment of the Feynman path integral in relativis
tic quantum mechanics in two space-time dimensions. We 
constructed countably additive path space measures to give 
path integral formulas that represent the fundamental solu
tion of the Cauchy problem for the Dirac equation as well as 
the retarded and the advanced propagators for a Dirac parti
cle, both in the presence of an electromagnetic field. It was 
shown that the path space measures obtained have support 
on the sets of those Lipschitz continuous paths whose differ
ential coefficients are of magnitude smaller than or equal to 
the light velocity at almost every instant of time (on the sets 
of the straight lines with slopes equal to plus or minus the 
light velocity, when the mass of the particle is zero). 

In Ref. 4, we have improved the above result on their 
support property to show that almost every path has a differ
ential coefficient that is, in magnitude, constant and exactly 
equal to the light velocity with the possible exception of a 
closed subset of time of Lebesgue measure zero. 

The aim of the present paper is to give the ultimate result 
on the support property of these path space measures, that is, 
that they are concentrated on the sets of those Lipschitz con
tinuous paths which have differential coefficients of magni
tude equal to the light velocity in every finite time interval 
except at most finitely many instants of time. So the trajec
tory of the particle shuttles back and forth in one-dimension
al space with slopes of the light velocity; it is a zigzag path of 
a finite number of straight segments in each finite time inter
val. At the end points of the segments, the particle changes 
its direction of motion. This property is related to the cryptic 
description of Feynman-Hibbss (see also Riazanov6 and 
Rosen7

), and may be considered as a measure-theoretic in
terpretation of the notion of Zitterbewegung8 of a Dirac par
ticle in two-dimensional space-time. 

The recent work by Blanchard et al. 9 has dealt with path 
integral formulas for the Diract equation based on the Pois
son process. 10,11 In their approach, the support property cor
responding to the result of the present paper is a direct conse
quence of the properties of the Poisson process. Our result is, 
however, a direct and analytic derivation from the path 
space measures constructed, not passing through the Pois
son process. 

In Sec. II, we first give a brief review ofthe result in our 
previous papers,3,4 and then state the result of this paper on 

the support property of the path space measures construct
ed. Section III is devoted to its proof. 

Here C2 is the vector space of complex two-column vec
tors, (C2)' that of complex two-row vectors, and M2 (C) that 
of complex 2 X 2 matrices. 

II. RESULT 

Consider two hyperbolic systems of the first order. One 
is the Dirac equation 

a,t/J(t,x) = - [a(ax -ieA(t,x» + imp 

+iect>(t,x)]t/J(t,x), tER, xER, (2.1) 

for a particle of mass m and charge e in an external electro
magnetic field in two-dimensional space-time RXH = H2. 
Here the real-valued functions <I>(t,x) and A(t,x) are the 
scalar and vector potentials of the field, and a and p are 2 X 2 
Hermitian matrices with a 2 = p 2 = I and ap + pa = O. 
The other system is 

a."t/J(r,x) = - i(Ht/J)(r,x) 

== - [ao+ ieAo(x) +a(a l +ieAI(x») 

+ imp ]t/J( r,x), 

rER, x = (X°,xI)ER2, (2.2) 

where ap = a laxP, p = 0, I, and Ao(x) = <I>(X°,xI), 
AI(x) = -A(X°,xI) with x = (X°,xl) replacing (t,x). 
Here r is a third variable, which may be regarded as a ficti
tious time. Equation (2.2) was used to construct the path 
space measure for path integral representations of the re
tarded and advanced propagators of the Dirac particle.2,3 In 
these equations the natural units are used in which the light 
velocity c and the reduced Planck's constant Ii are equal to I. 

Then for the Cauchy problems for Eqs. (2.1) and (2.2) 
with datat/J(r,x) = g(x) and t/J(r,x) = g(x), we have estab
lished3 the following path integral formulas representing 
their respective solutions t/J (t,x) and t/J(t,x) as well as funda
mental solutions KI (s,x;r,y) and KII (s,x;r,y). By Ir,sl we 
denote the closed interval [r,s] when r<s, or [s,r] when 
r>s. 

Path integral representation: (1) There exists a unique 
Y'(RXR;M2(C»)-valued countably additive measure V!:, 
on the Banach space C( Ir,sl ;R) of the one-dimensional co~
tinuous paths X: Ir,sl-R such that for every continuous 
A(t,x) and ct>(t,x) , 
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(J,cP(s,») = J r f(x)K1(s,x;r,y)g(y)dx dy 
JRXR 

= J (J,dy.;r (X)g) exp[ - i f e<l>(t,x(t»)dt 

+ if eA (t,x(t»)dX(t)] , (2.3) 

with (f,g) inY(R;(C2),)XY(R;C2). Thesupportofy.;r is 
on the set of the Lipschitz continuous paths X: I r,s 1--+ R satis
fying for each a,b with r<..a < b<..s when r < s or "~a > b>s 
when r>s, 

IX(b) -X(a)I<..lb-al, 

[IX(t) - X(r) I = It - rl, for telr,sl, in case m = 0] . 
(2.4) 

(2) There exists a unique Y'(R2XR2;M2(C»)-valued 
countably additive measure Y.~r on the Banach space 
C( I r,s I ;R2) of the two-dimensional continuous paths X: 
Ir,sl-+R2, X(r) = (XO(r),xI(r»), such that for every 
continuous A(x) = (Ao(x),A1 (x»), 

(J,e-i(s-rlHg ) = J r f(x)KII(s,x;r,y)g(y)dxdy 
JR2 XR2 

= J (J,dy.~r (X)g) 

X exp [ -i tof eAp(X(r»)dXP(r)], 

p (2.5) 

with (f,g) in Y(R2;(C2)')XY(R2;C2). The support ofy.~r 
is on the set of the Lipschitz continuous paths X: Ir,sl-+R2 

satisfying for each a,b with r<..a < b<..s when r < s or 
r>a > b>s when r>s, 

XO(b) -Xo(a) =b-a, IXI(b) -XI(a)I<..lb-al, 

[IXI(t) -XI(r)1 = It-rl, 

for telr,sl, in case m = 0] . (2.6) 

In Ref. 4 we have imprOVed on the support property of 
these path space measures Y.;r and 1{Ir when the mass m is 
not zero, and, in fact, proved that almost every path with 
respect to them has a differential coefficient that is constant 
and exactly equal to plus or minus the light velocity except 
on a closed subset of time of Lebesgue measure zero. 

In the present paper we want to prove the following 
theorem, which gives the ultimate result on the support 
property of the path space measures 1{r and Y.~r' 

Theorem: (1) When m > 0, the measure Y.;r is concen
trated on the set of those Lipschitz continuous paths X: 
Ir,sl-+R which satisfy 

or 

104 

for some finite partition, 
r = to>tl > ... >tk = s of Ir,sl, depending on X, 

j-I 

X(t) -X(r) = L ( - l)i(ti - t i _ l ) 
;=1 
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(2.7) 

j-I 

X(t)-X(r)= L (-l)i-I(ti-ti_l) 
i=1 

+ ( - l)j-l(t - tj _ I) , 

for teltj_ I ,tj I, 1 <..j<..k. 
(2) When m > 0, the measure 1{Ir is concentrated on the 

set of those Lipschitz continuous paths X: Ir,sI-+R2 that sat
isfy 

or 

X°(t) - XO(r) = t - r, for telr,sl , 

and, for some finite partition, r = to> t I> ... > t k = s of 
Ir,sl, depending on X, 

j-I 

XI(t)-XI(r)= L (_l)i(ti- ti_l) 
;=1 

j-I 

XI(t) -XI(r) = L (_l)i-l(ti -ti _ l ) 
i=1 

+ (-I)j-I(t-tj _ I ), 

for teltj_ Htj I, 1 <..j<..k. 

(2.8) 

Remark 1: The support properties of Y.;r and Y.~r in the 
Theorem tell us the nature of the Zitterbewegung8 of the 
Dirac particle. The motion described by a path satisfying 
(2.7) or (2.8) is such that the velocity is, in magnitude, 
equal to 1, the light velocity, in every finite time interval 
except for finitely many instants of time where the velocity 
alters its sign. Here the role the mass m plays is not to render 
the magnitude of the velocity smaller than 1, but to change 
the direction of motion of the particle time after time. 

Remark 2: Feynman and Hibbs5 give briefly a cryptic 
description of the fundamental solution of the Cauchy prob
lem for thefree Dirac equation in two space-time dimensions 
(see also Riazanov6 and Rosen 7 ) • 

Remark 3: Recently Blanchard et al.9 have derived a 
corresponding support property from a basic property of 
Poisson processes. See also Gaveau et al., 10 Gaveau, II Jacob
son, 12 and De Angelis et al. 13 Our proof is, however, a direct 
and analytic derivation from the path space measures, not 
passing through a Poisson process. 

III. PROOF OF THEOREM 

We shall only prove the first part of the Theorem here. 
The second part will be shown similarly. Without loss of 
generality, we may assume that r = 0 and s > O. Before prov
ing the support property of the measure 1{0 as in the 
Theorem, we sketch the way to construct Y.;o' 

Consider the Cauchy problem for the free equation to 
(2.1), 

atcP(t,x) = [ - a ax - imp ]cP(t,x), teR, xeR, 
(3.1 ) 

with initial data cP (O,x) = g(x). Let K ~ (s,x) be the funda
mental solution: 

cP(s,x) = (e-S(aax+imPlg)(x) = i K~(s,x-y)g(y)dy. 
(3.2) 
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It is given by 

K~(s,x) =2-I[a. -aax -im,8] 

X (Jo(m(r-x2)I/2)O(s-lxl», (3.3) 

whereJo(t) is the Bessel function of order zero, and O(t) the 
Heaviside function O(t) = 1 for t>O, = 0 for kO. Here 
C"" (lR;C2) denotes the Banach space of the C2-valued con
tinuous functions in JR that vanish at infinity. Using Eq. 
(3.3), we get the following lemma. 

L 1 Th -t(aax+im{J). . l' emma: e e 1S a contmuous mear oper-
ator of C"" (JR;C2) into itself, and satisfies 

IINe-t(aax+im{J)gll"" <emit I II Ng II "" , (3.4) 

for gin C"" (JR;C2). Here N is a unitary matrix satisfying 

NaN-I=G ~ J. 
For each fixed s>O let fP.,o = II[o,s)lR = (II) [O,s) be 

t~e product of the uncountably many copies of JR, where 
R = JR U {oo } is the one-point compactification of JR. By the 
Tychonoff theorem 14 fP .,0 is a compact Hausdorff space in 
the product topo!ogy. It may be regarded as the space of all 
paths X: [O,s] ..... JR, possibly discontinuous and possibly pass
ing through infinity. Let C ( fP s,o) be the Banach space of 
the complex-valued continuous functions on fP •. o and 
Cftn (fP.,o) the subspace of those '" in C(fP.,o) for which 
there exists a finite partition: 

(3.5) 

of the interval [O,s] and a complex-valued bounded contin
uous function F(xO,xI, ... ,xn ) on (JR)n + 1 such that 

(3.6) 

Define, for each fixeds> 0, a functional Ls,o ("';/,g) lin
ear in "'eC fin ( fP .,0 ) and sesquilinear in ( /,g ) 
eY(JR;(C2)')XY(lR;C2) by 

L •. o ("';/,g) = i dxo'" i dXn /(xn ) 

X K~(sn -Sn_l,xn -xn_ l ) 

X K ~ (sn _ I - Sn _ 2,xn _ I - Xn - 2 ) 

X ... X K~ (Sl - SO,x1 - XO) 

(3.7) 

Then we can show the following lemma by successively 
using Lemma 1. 

Lemma 2: (1 ) For each fixed (/,g) in 
Y(JR;(C2)')XY(JR;C2), L.,o ("';/,g) is well defined on 
C fin ( fP .,0 ); it is independent of the choice of F correspond

ing to "'. 
(2) The following inequality holds: 

IL •. o ("';/,g) I <ceml
' l 11"'11 II/II Iligil "" , (3.8) 

for every '" in C ftn ( fP .,0) and every pair ( /,g) in 
Y(R;(C2)')XY(JR;C2), with c= INIIN- '1<2. Here the 
norm of a 2 X 2 matrix M = (~k ) is defined by 

2 

IMI = max L I~kl· 
1<;1<:2 k = I 
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TheL I and L "" norms are denoted by 11'111 and 11'11 00 , respec
tively. 

Since Cftn (fP.,o) is dense in C(fPs,o) by the Stone
Weierstrass theorem,'4 the inequality (3.8) holds also for 
"'eC ( fP .,0 ). Then in virtue of the Riesz-type representation 
theorem,'s there exists a unique Y'(RXR;M2(C»)-Valued 
Borel measure 1{;. on fP .,0 such that 

1 (f,d1{;s (X)g)'" (X) = Ls,o ("';/,g) . 
rr~o 

We shall now see the measure Y.:o has the support prop
erty described in part (1) of the Theorem. 

First we explain an outline of the following argument. 
Rewrite the functional L.,o ("';/,g) in (3.7) as 

Ls,o ("';/,g) = (/(xn),N -Ie('. - •• _,)C .. 'e(" -so)C 

X F(xo, ... ,xn )Ng(xo» , (3.7') 

where C = -N[a ax + im,8]N- I with the unitary matrix 
Nin Lemma 1, and forj = 1,2, ... ,n, the operator e('rSj-,)C 
maps the function of Xj _ I into that of xj • Put 

A = - NaN -1 ax and B = - imN,8N -I , 

so that 

etC = Ne -t(aax+im{J)N- I = et(A,+B) . 

By iterating the formula 

etC = etA. + it dTI e(t-r,)A,Ber,C, 

we make the Taylor expansion of etC in m: 

etC = f i"" dT, .. ·i
oo 

dTkO(t- ± Ti) 
k=O 0 0 i= I 

X exp [ (t - itl Ti ~ ]B exp( TkA)B 

X exp(Tk_IA)"'B exp(TIA) = f s~. 
k=O 

We substitute (3.10) into (3.7') to get 

(3.9) 

(3.10) 

L.,o("';/,g) = f L (/(xn),N-IS~:_s._, 
k = 0 k, + ... + k. = k 

k,>O 

00 = L L ~o ("';/,g) , 
k=O 

where forj = 1,2, ... ,n, the operator S~_Sj_' maps the func
tion of Xj _ I to that of xj • Next we can show, for each func
tional L ~o ("';/,g), a lemma analogous to Lemma 2, which 
will yield a Borel measure v!.o on fP .,0 with 

r (f,dv!.o (X)g)"'(X) = L ~o ("';/,g) , 
Jrr.,o 

so that 
00 

Y.:o = L v!.o . 
k=O 

Finally we show each v!.o is concentrated on the zigzag paths 
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of k straight segments and hence conclude v!;o possesses the 
desired support property. 

Now we carry out the procedure described above. Set 

S~=etA, S~- = etC = et(A+B) , (3.11a) 

and 

S~ = r"" drl'" r"" dTk () (t - .f Ti) Jo Jo .=1 

x exp[ (t - itt Tif ]B exp(TkA)B 

X exp(rk_IA)"'Bexp(TIA), 

S~- = r"" dT I '" r"" dTk () (t - .f Ti) 
Jo Jo .= I 

X exp[(t- itl Tif ]BeXP(TkA) 

X ." X B exp( T~)B exp( TIC) , 

for k;;.1. 
Then we have the following lemma. 
Lemma 3: 

N 

(3.11b) 

(1) S~- = L S~+S;V+I-, N=0,1,2, .... 
k=O 

(2) S~ and S~-, k = 0,1, ... , are bounded linear opera
tors ofC"" (R;C2

) into itself: 

IIS~II«k!)-I(mt)\ IIs~-II«kl)-l(mt)kemt. 

Proof' By iteration of (3.9), we get (I). The statement 
(2) is a direct consequence of definition (3.11) and the esti
mates 

lIetA II < I, liB II = m, lIetC II <emt . 

The estimate lIetC II <emt is nothing but (3.4). Since 
NPN -I anticommutes with NaN -I andNaN -I is diagonal, 
we have 

(NPN- I
)l1 = (NPN- 1h2 = 0, 

I(NPN-1)d = I(NPN-Ihll = I 
and hence liB II = m. Notice that etA operates on 

( ::)ec"" (R;C
2

) 

according to 

( etA (tpl))(X) = (tpl(X - t)), (3.12) 
tp2 tp2(X + t) 

so that we get IletA II = 1. D 
For 'I1eC ftn (fR"so) represented as (3.6) with a contin

uous function F(XO:XI, ... ,xn) on (R)n + I , we introduce a 
sequence 

{Fi!: ..... K6"/+I ..... ".}7= I 

ofC2-valued functions on JR with parameters. Set 

F~~.~ ... ".<x) = Ng(x)F(x,xI, ... ,xn) , (3.13a) 

and withS~ andS~- in (3.11), 

Fi!: ..... K6X/+ I ••..• ". (x) 

= (S~/_s/_IFi!,:S:/_I;x'''/+I''''''')(x), (3.13b) 

106 J. Math. Phys .• Vol. 29. No.1. January 1988 

for I = 1,2, ... ,n - I, and 

Fk':~ .... K. (x) = (S~·-s._IFk':.::JL 1;)< )(x) . (3.13c) 

Here KI is kl or k l -+ with kl a non-negative integer. For 
1<I<n - I, 

F i!,:S~/_ 1;""'/ + I ..... ". (y) 

in (3.13b) is in C"" (JR;C2
) as a function ofy. 

For each k>O, define the functionals L ~o ('I1;/,g) and 
L ~o ('I1;/,g), which are linear in 'I1eC fin (fR"s.o ) and sesqui
linear in (/,g)eY(JR;(C2 )'IXY(R;C2

), by 

L~o('I1;/,g)== r /(X)N-IF~~!..o(x)dx, JR -..-
n 

(3.14a) 

and 

L~o('I1;/,g)== L i /(x)N- 1 

1:7 ... 1 k, = k, k" ...• kn>O R 

(3.14b) 
n 

L ~O('I1;/,g) == L 
p=1 

(3.14c) 

for k>1. Note that L~o('I1;/,g) in (3.14a) is nothing but 
L,.o ('I1;/,g) in (3.7). 

Then the following lemma holds. 
Lemma 4: (1) For each fixed (/,g)eY(R;(C2 ),) 

XY(R;C2
) and each k>O, L~o('I1;/,g) and L~o('I1;/,g) 

are well defined on C fin ( fR" ,.0 ); they are independent of the 
choice of F corresponding to '11. 

(2) The following inequalities hold: 

IL~o('I1;/,g)I<c(k!)-I(ms)kll'l1I1I1/llllIglI"" , 

IL ~o ('I1;/,g) I <c(k!) -I (ms) kem'lI '11 II II /Iltllgll "" , 
with a constant c<2. 

k 

(3) L ~o ('I1;/,g) = L L !.o ('I1;/,g) 
1=0 

+ L:': 1-('I1;/,g) , 

L ~o ('I1;/,g) = i L !.o ('I1;/,g) . 
1=0 

Proof: The statement (I) follows from the identities 
k 
~ SI Sk-I=Sk 
~ 1', Tl 1'1+1'2 

1=0 

and 
k-I 
~ sl S·k-I- +Sk-SO- =Sk- 0 
~ 1'1 '1"2 T J '1"2 T,+T2' T 1,T2 > , 

1=0 

which can be derived from the definition (3.11). To prove 
(2), we first note that by induction and continuity of the 
operator S ~ in Lemma 3, 

F(/) 
kl ... ·.k1;x/ + I.· .. ,x" 
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is in C"" (JR;C2
) and continuous as a map on the parameter 

space JR,,-I into C"" (JR;C2
), for fixed 1= 1, ... ,n. Recalling 

the definitions (3.13b) and (3.13c), we obtain, by iterative 
application of Lemma 3 (2), 

x supllFt~'~~_l;xlI"" < ... 
XER 

«m (Sl - SO))k, . .. (m(s" - s" _ I ) )k. 

X (kl!)-I .. '(k,,!)-I 

X sup IIF~?~ .. ,xJ"" . 
xt.···xnER 

This estimate together with definitions (3.14b) and (3.13a) 
yields the first inequality in (2). We get similarly the second 
one in (2). The first equality in (3) is a direct consequence of 
Lemma 3 (1). Note that IL~dl-(\{1;f,g)I ..... Oask ..... oo by 
(2), then the second equality in (3) holds. 0 

The consequence of Lemma 4 is the following proposi
tion. 

Proposition 5: For each k>O, there exist unique com
plex-valued countably additive regular measures ~.f.o,g and 
~io,g on the Borel sets in fi!9 s,o such that for each \{1 in 
C( fi!9 s,o ), 

L ~o (\{1;f,g) = r d~.f.o,g (X)\{1(X) , 
JIrs,o 

L~o(\{1;f,g) = r d~io,g(X)\{1(X). 
Jzrs,o 

Moreover the following equality holds for every Borel set E 
in fi!9 s,o: 

'" 
v~;o,g (E) = Y..f.O,g (E) = L ~.f.o,g (E) , 

k=O 

where the series in the last member is absolutely convergent. 
Therefore if, for each k>O, the measure ~.f.o,g is concentrat
ed on a Borel subset E k of fi!9 s,o, then the measure Y..f.o,g is 
concentrated on the Borel subset Uk = 0 E k' 

Prooj: The first half of the proposition follows from 
Lemma 4 (1), 4 (2), and the Riesz representation theorem. 
Next this and Lemma 4 (3) yield 

Further, by Lemma 4 (2), we get 

1vZ;1i1-(E)I<c(N + 1)!)-I(ms)N+ lemsllflllllgll", , 

which converges to zero as N ..... 00. This proves the second 
half of the proposition. 0 
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Our next task is to see the support property of Y.:o. We 
shall show in Proposition 7 below that, for each k>O, the 
measure ~.f.o,g is concentrated on the set of the Lipschitz 
continuous paths X: [O,s] ..... JR satisfying, for some k-parti
tion 0 = to < t I < ... < t k = s of the interval [O,s], depending 
on X, 

i-I 
X(t) - X(O) = L ( - 1)i(ti - ti_ l ) 

;=1 

or 
i-I 

X(t)-X(O)= L (-I);-I(ti- ti_l) 
;=1 

. I +(-1)J- (t-ti - I ), 

for tj _ 1 <t<ti , 1<J<k. 
For each k> 1, let a k be the open k-simplex 

ak = {('il, ... ,'ik )eR
k I ;tl 'i; <s and 'il,···,'ik >o} , 

and rp ~ and rp ~ the maps from JR X a k into fi!9 s,o defined by 

rp J(x,'il,···,'ik ) (t) 

=x+(_1)i 

X [I~I (-1)
I
'i1 + (_1)Nt+l(t_ I~I 'il)], 

(3.15) 

forxeJR, ('il, ... ,'ik )eak
, te[O,s], andj = 1,2, where Nt is the 

t-dependent integer satisfying 

Nt Nt+1 
L'il<t< L 'il · 

1=1 1= I 

In (3.15), the value rp J(x,'il, ... ,'ik) is a function: [O,s] ..... R 
and so belongs to fi!9 s,o . 

For k = 0, we understand a 0 to be the set of one point 
and identify R X a 0 with R. Let rp ~ and rp ~ be the maps from 
R = R X a 0 into fi!9 s,o defined by 

rpJ(x)(t) =x+ (-I)it, j= 1,2. 

Then the maps rp J, k>O, j = 1,2, have the following 
properties. 

Lemma 6: (1) For each k>O andj = 1,2, rp J is contin-
uous and Borel measurable. 

(2) rp J(Rxak
) is an Fq set. 

Proof' Statement (1) is obvious. 
(2) R X a k is expressed as a countable union U;:' = I K" 

of compact setsK". By the continuity of rp J, eachrp J(K,,) is 
compact in fi!9 s,o and hence closed, so rp J(Rxak

) is an Fq 
set. 0 

For each k>O andj = 1,2, define the complex-valued 
regular Borel measure f.t ~io,g on R X a k by 

(3.16) 
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where E is a Borel set in RX 11k. 
Proposition 7: For each (f,g)eY{R;(C2 )')XY(R;C?), 

k~Oands>O, 

2 

0..f,O,g = L tp rf.l::/:'o,g . 
j=1 

Here tp rf.l::/:.o,g is the image measurel6 on fiE's,o induced 
from the measure f.l::/:'o,g on R X 11 k by the map tp r 

Before showing Proposition 7, we see first what is a con
sequence of the proposition. The measure tp rf.l::/:.o,g is con
centratedon the settp j(RX 11k) and thus the measure V:.f,O,g 
on the set U] = I tp j (R X 11 k ). It follows by Proposition 5 that 
the measure Y..f,O,g is concentrated on the set 

U k=OU]=ltpj(RXl1k) , 

which is a Borel set, in fact, an Fa set, by Lemma 6. Then the 
Y'{RXR;M2 (C»)-valued measure Y.;o is also concentrated 
on the set 

Uk=o U]= Itp j(RXl1k) , 

since this set is independent of (f,g) in 
Y{R;(C2 )')XY(R;C2

). It is obvious that every Xin 

Uk=o U]= I tp j(RXl1k) 

satisfies the condition (2.7) in Theorem. In case m = 0, we 
have Y..f,o,g = v~.f,O,g. By Proposition 7 it is concentrated on 
the set of the straight segments X: [O,s] --+ R with 
XU) = X(O) + t or XU) = X(O) - t, O.;;;t.;;;s, and so is Y.;o, 
similarly. Thus we have seen Proposition 7 yields the desired 
support property of v.!:o . 

Proof of Proposition 7: It is enough to show that the 
equality 

Ja>",.o d0..f,o,g (X) '11 (X) 

jtl LX~k df.l::/:'o.g (t) 'I1{tp j(t»), 

t = (X,1'I, .. ·,1'k) , 

holds for every 'I1eC fin ( fiE's,o ). Here we only prove this 
equality for k = 2. The proof will be still complicated for 
general '11 in C fin (fiE' s,O ). So we only see it when '11 is repre
sented as 'I1(X) = F{X(O),x(sl),x(s») with a partition 
o = So < s I < S2 = s of the interval [O,s] and a bounded con
tinuous functionFon (lR)3, i.e., (3.5) and (3.6) with n = 2. 
We can similarly prove the general case. 

Recall that 

( 

-Ta e x 

eTA. = 
o 

o ) ( 0 a ' B= e- T 
x B21 

B\2) 
o ' 

F \~l (x) = B 2 LOO d1'2 Loo d1'l (J(s - SI - 1'2)(J(SI - 1'1) 

with IBd = IB2\1 = m. 

By Proposition 5 and definition (3.14), we have 

J a>' ,.0 dV;.f,o,g (X) '11 (X) 

= L ;.0 ('I1;f,g) 

= i ji(x)N- I{F(2)(x) + F(2)(X) + F(2)(x)}dx. 0,2 1,1 2.0 
R 

(3.17) 

Using (3.13), (3.11), and the anticommutativity of A and B, 
we get 

F\~l(x) = (S~_s,F\:;)(x) 

= B 100 

d1'2 (J(s - Sl - 1'2) 

X (e( -s+s, +2T2)A.FL~)(x) 

Here 

FL~(y) = t{(FL~)I(y),(FL~)2(Y»)' 

For these functions in the integrand of the last member of the 
above equation, we get 

(F\'~)I(x +s -SI - 21'2) 

= (S~,F~Ols_s, -2T2'X )I(X + S - SI - 21'2) 

= B\2 100 

d1'l (J(SI - 1'1) 

X (e( - s, + 2T,)A.F~Ol s-s, _ 2T2,X >Z(x + S - SI - 21'2) 

=B\2 100 

d1'l (J(SI -1'1) 

X (Ng)2(X + S - 2s1 - 21'2 + 21'1) 

X F(x + S - 2s1 - 21'2 + 21'1,X + S - SI - 21'2'X) , 

and 

(FL~)2(X-S+SI +21'2) 

= B2\ Loo d1'l (J(SI - 1'1) 

X (Ng)l(x -s + 2s1 + 21'2 - 21'1) 

X F(x -s + 2s1 + 21'2 - 21'1,x -s +SI + 21'2,x). 

Hence we have 

x(Ng)1 (x - S + 2s1 + 21'2 - 21'I)F(x - S + 2s1 + 21'2 - 21'1,x - S + SI + 21'2,x») 

(Ng>z(x + S - 2s1 - 21'2 + 21'I)F(x + S - 2s1 - 21'2 + 21'1,x + S - SI - 21'2'X) 

= B 2 100 

d1'21°O d1'l (J(s - 1'1 - 1'2)(J( 1'1 + 1'2 - SI )(J(SI - 1'1) (3.18 ) 
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(
Ng) I (x - S + 272)F(x - S + 272,x - S - SI + 272 + 271,x») 

X (Ng)2(X + S - 272)F(x + S - 272,x + S + SI - 272 - 271,x) , 

where, in the second equality, we have first made the change of variable 7i = 72 + S I - 71 and next written 72 again instead of 
7i. Similarly we have 

(2) 2 LOO LOO (Ng) I (x - S + 272)F(x - S + 272,x - S + SI + 272,X») 
F O,2(X)=B d72 d7I O(S-71-72)0(71-SI) (lI.T) ( 2 )F( 2 2 )' 

o 0 Hg 2 X+S- 72 x+S- 72,X+S-SI - 72,X 
(3.19) 

and 

(2) 2 Loo 100 

d II (Ngh (x - S + 272)F(x - S + 272,x - S + SI,x») 
F 20 (x) = B d72 71 U(SI - 71 - 72) . , ° 0 (Ng}z(x + S - 272)F(x + S - 272,x + S - SI,x) 

(3.20) 

Substituting (3.18)-(3.20) into (3.17), we get 

J,¥,.o dV;.f,o,g (X) 'I' (X) 

L dx 100 

d71 100 

d72( f(x + S - 272)N -IB 2)10 (S - 71 - 72)[0(71 - sl)(Ng) I (x)F(x,x + SI'X + S - 272) 

+ O( 71 + 72 - SI)O(SI - 71)(Ng) I (x)F(x,x - SI + 271,X + S - 272) + O(SI - 71 - 72)(Ng) I (x) 

X F(x,x + SI - 272,x + S - 272)] + L dx 100 

d71 100 

d72( f(x - S + 272)N -IB 2bO(s - 71 - 72) 

X [O( 71 - sl)(Ng}z(x)F(x,x - SI,X - S + 272) + 0(71 + 72 - SI)O(SI - 71)(Ng)2(X) 

X F(x,x + SI - 271,x - S + 272) + O(SI - 71 - 72) (Ng)2(X)F(x,x - SI + 272,x - S + 272)] . (3.21 ) 

Here, on the right-hand side, we have first made the change of variables x' = x - S + 272 in the first term and 
x" = x + S - 272 in the second term, and next written x instead of x' and x" . 

By the definition (3.15) of q; J: RX ~2 - Jll?,o,j = 1,2, we have 
2 2 . 

q; j (X,71,72)(0) = x, q; j (X,71,72)(S) = x - ( - 1 )1(s - 272 ) , 

(

X - ( - 1)jsl (SI <71 ) , 

q;j(X,71,72)(SI) = x - (-1Y(271 -SI) (71 <SI <71 + 72)' 

x - ( - 1Y(sl - 272) (71 + 72 <SI) , 

so that we can get after all 

i dV;.f,o,g(X)'I'(X) = i dx12 d71 d72 .± ( fix - (-1)j(s - 272»)N-IB2)/Ng)j'l'(q;j(X,71,72» 
,¥,.o R Il. )=1 

± i dj.t;:}:,o,g (X,71,72)'I'(q; j(X,71,72» . 
j= I RXIl.2 

This proves Proposition 7 for k = 2. 
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A formulation of supersymmetric quantum mechanics is given and superunitary and 
generalized canonical transformations are defined acting in a module. Next it is assumed that 
there are operators that give an irreducible representation of the canonical commutation and 
anticommutation relations, respectively, and it is proved that two such representations are 
connected by a uniquely determined superunitary transformation, under suitable domain 
assumptions. This extends the well-known uniqueness theorem of von Neumann to canonical 
(anti-) commutation relations using anticommuting parameters. 

I. INTRODUCTION 

Although supersymmetry had been invented more than 
13 years ago,l the study of systems with finitely many de
grees of freedom, which have this symmetry, began only 
after 1981.2

-4 Moreover, supersymmetric quantum mechan
ics (SSQM) has been treated at the beginning only at a for
mal level. After the first attempt to introduce a rigorous 
framework in Ref. 5, a formulation of the axioms in terms of 
sesquilinear forms together with a discussion of classes of 
models as well as a description of the space in which super
unitary transformations act, has been given in Ref. 6. 

Here we extend these first steps in several directions. In 
Sec. II we review the description of the Hilbert space for / 
fermionic and/bosonic degrees of freedom. A Klein-Jor
dan-Wigner transformation yields the connection to a space 
being the tensor product of some separable Hilbert space 
times a Grassmann algebra.6 In that space representations of 
Lie superalgebras yield quantum mechanical models. 

The formulation of superunitary transformations needs 
more. The separable Hilbert space is generalized to a module 
that is obtained by using the Grassmann algebra of one e 
variable, over the field of complex numbers, as coefficients 
(Sec. III). Rules for evaluating sesquilinear forms are best 
formulated with the help of the Klein operator. An analog of 
Stones' theorem for superunitary groups is formulated, too. 

We next discuss one-parameter groups of superunitary 
transformations in Sec. IV, which mix bosonic and fermionic 
operators but leave invariant the canonical (anti-) commu
tation relations [C(A)CR]. 

A natural question arises, which is at the origin of our 
analysis. Irreducible representations of the CCR are accord
ing to von Neumann's theorem unitarily equivalent to each 
other, and the same holds for the CAR. 7 Do similar results 
hold for irreducible operator representations of Lie superal
gebras? Beside examples and corollaries our main result of 
Sec. V is formulated in Theorem 3. We start from operators 
fulfilling the C(A)CR and assume certain domain proper
ties. We prove that two representations of the C(A)CR are 
connected by a unique superunitary transformation. Al
though the proof is straightforward it is somewhat tedious 
and put in Appendix A. 

Following the same strategy we formulate in Sec. VI the 
extension of the above theorem to the case where one en
larges the original Hilbert space by the Grassmann algebra 
formed out of two anticommuting e variables; the proof is 
given in Appendix B. 

II. THE HILBERT SPACE FOR f FERMIONIC AND f 
BOSONIC DEGREES OF FREEDOM 

The Z2 grading of the Hilbert space of states K f , for / 
fermionic and / bosonic degrees of freedom, may be ob
tained from the Grassmann algebra Gf of polynomials in the 
anticommuting variables e1, ... ,ef over the field of complex 
numbers C. Any element SEGf can be expanded into the 2' 
monomials8 

(2.1) 

where I denotes the unit element of the associative superal
gebra Gf . Here 5 is called even (odd), if it is the linear combi
nation ofmonomialse; . "ei with even (odd)p. 

I p 

The derivative from the left ak = a / aek with respect to 
e k is defined by the linear extension of 

akI = 0, k = I, ... ,/, 
(2.2) 

where tm means that em has to be omitted. For homogen
eous elements sE[1 f' the degree deg 5 is defined to be zero 
( one) if 5 is even (odd); one therefore obtains the rule that 

adsn) = (aks)1J + ( - )de
gSsCak 1J), k = 1, ... ,/ 

(2.3) 

The Grassmann algebra [1; of polynomials in a1, ... ,af 
may be combined with [1 f to yield the Clifford algebra K2f of 
polynomials over C in the variables ek and ak • k = I, ... ,/, 
which fulfill the canonical anticommutation relations 
(CAR) 

{e"ek} = {a"ak} = 0, {e"ak} = o;kI, i,k = 1, ... ,/ 

(2.4) 
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The algebra (2.4) can be represented on the/-fold ten
f 

sor product 181 e2 by Pauli matrices (T ± ,if, 

! 

k=2, ... kth place (2.5) 

and the isomorphism cl-Ek andCk-ak, k= I, ... ,f, 
holds. With the scalar product6 

(2.6) 

the Grassmann algebra ~ f becomes isomorphic to the uni

tary space e~, and ak = 4, k = 1, ... ,/ 
The Hilbert space ofSSQM is now defined by the tensor 

productKf = Ko 181 ~ f' whereKo denotes some separable 
Hilbert space. From the Z2 grading of ~ f one obtains an 
orthogonal decomposition K f = 7t'J Ell K} into even and 
odd elements, with projection operators No and Nl> project
ing onto bosonic and fermionic states; K = No - NI 
= ( - 1 )N, denotes the Klein operator.9 

The scalar product for states \f1,<I>e.:W"f with 

(2.7) 

and <I> similarly, is defined by 

(2.8) 

For f bosonic degrees of freedom we may take Ko 
= L 2(dfx) and denote'!?f = L 2(dfx) ® ~ f' The obvious 

f 
isomorphism Lt++ ® (L 2(d IX) 181 e2) shows that f distin-

guishable fermions on the real line are described by Pauli 
spinors. 

In L 2(dfx), the closed operators 

xk+a1aXk t xk-a1aXk 
Bk = Y2 ,B k = Y2 ,k = I, ... ,f, 

domBk =domBl =domxkndomh, (2.9) 

. a 
Pk = -1--, 

aXk 

fulfill the canonical commutation relations (CCR) 

[Bi,Bk] = 0, [Bi,B 1] = ~ik1, i,k = I, ... ,f, (2.10) 

in the sense of sesquilinear forms. 10 Taking the tensor prod
uct of them with the bounded operators Ek and ak on ~ f 
yields self-adjoint supercharges 

(2.11 ) 
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and the non-negative Hamilton operator of f fermionic 
oscillators 

f 
H= L H k , 

k=1 

Hk =B1Bk +Ek ak =!(p~ +x~ +O{»O, (2.12) 
f 

dom H 1/2 = dom Q I = dom Q 2 = n dom Bk 181 Gf ; 
k=1 

here the representation (2.5) is used to represent the spin
flip energy 

!o{ = ¥2 ® ••• ®12 ®if 18112'" 18112, 

One therefore obtains, in the sense offorms, the follow
ing representation of the Lie superalgebra S(2) by self-ad
joint operators in .!? f: 

(QI)2= (Q2)2=H, {QI,Q2} =0, 

{Q I,K} = {Q2,K} = ° (2.13) 

or, equivalently, 

Q 2 = 0, {Q,Q t} = 2H, {Q,K} = 0. (2.14 ) 

Every irreducible representation of the CCR for fbo
sonic degrees of freedom in a separable Hilbert space is uni
tarily equivalent to the harmonic oscillator representation 
(2.10) according to von Neumann's theorem7

; similarlyev
ery irreducible representation of the CAR for f fermionic 
degrees of freedom in a separable Hilbert space is unitarily 
equivalent to the representation (2.5). These two unique
ness theorems can be generalized to superunitary transfor
mations that mix bosonic and fermionic operators, using an
ticommuting parameters. 

III. SUPERUNITARY TRANSFORMATIONS 

Whereas at least two anticommuting parameters are 
necessary in order to construct the Lie supergroup corre
sponding to the Lie superalgebra (2.13), II one needs only 
one such parameter e for an appropriate definition of super
unitary transformations of CCR and CAR. The skew-sym
metric tensor product of the Clifford algebra K2f with the 
Grassmann algebra g I of polynomials in S with complex 
coefficientsl2 is an associative superalgebra over e, and also 
a Lie superalgebra with anticommutation rules 
{S, E k } = {S,ak } = 0, k = 1, ... ,f, and S2 = 0. 

The Hilbert space K f is extended to the g I module 
K f Ell SKf = K f ( S) (Ref. 13) with elements \f1 
= \f1 0 + S\f11> \f1 0 and \f11e.:W"f. The scalar product on 
K f X K f is generalized to a sesquilinear mapping from 
Kf(S) XKf(S) onto g 19: 

(S<I>I\f1) = (<I>IS\f1) = S(<I>IK\f1), 

(SEk)t=akS. 

A densely defined linear operator A in K f may be decom
posed into an even and odd part, 

A =Ao+AI' Ao=NoANo+NIAN" 
(3.2) 

with domAo = domA, = domA, under an additional as-
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sumption: for all 'IIedom A, K\IIEdom A. The domain of A is 
then called graded (for the notion of a graded subspace see 
Ref. 12). The adjoint operator can then be decomposed into 

At=A6 +At, A6 =NoAtNo+N\AtNlO 

At = NoA tNI + NIA tNo, 
(3.3) 

with dom A 6 = dom A r = dom A t, if dom A t is graded, 
too; this we shall assume from now on. With the definitions 

A9 = 9KAK = 9(Ao -AI)' AK =K(Ao -AI)' 

and 

one obtains immediately the rules 

(4)19A'II) = () (4)IKA'II) 

= 9(4)I(Ao -A\)K\II) 

= 9( (A 6 - A 04>IK\II) 

= 9(A tK4>I'II) = «A 6 - At )4>/9'11) 

= (A t94>1'II), 'IIEdomA, 4>edomA t. 

(3.4) 

(3.5) 

In order to construct superunitary transformations, we con
sider the operator family 

g(t) = 1+ 9tA, A =Ao +AI' Ao = iA 0' 
(3.6) 

gt(t) = I + tA t9 = I - iteA ot teA r. t real. 

If A 0 and A I are symmetric, then obviously the products 

g(t)gt(t) = gt(t)g(t) = I IdomA' t real. (3.7) 

This transformation g(t) may be extended to a domain 
dom A \B 9Kf of states '110 + 9'111 with 'II oEdom A 
and 'IIleJiYf , which is usually written as g(t) = exp(teA), 
t real. Operators B + 9A are defined on the domain 
dom(B + 9A) = dom(B + A) \B 9 dom B, which is a sub
space of the above-defined 9J I module; dom B and dom A 
are assumed here to be graded; then (B + 9A) t = B t 
+ A t9, if dom B t and dom A t are graded, too. 

Definition 1: The transformation g(t) = I + 9tA 
with t real is called superunitary iff A is odd (Ao = 0) and 
self-adjoint (AI =A 0; then domg(t) = domgt(t) 
= dom A \B 9Kf . 

The operator family (3.6) fulfills the group multiplica
tion law g(t)g(s) = g(t + s), 1 and s real. Conversely, the 
following analog of Stones' theorem holds. 

Lemma 1: Consider an operator group g(t) 
= 1+ 9A (t) with A (t) densely defined in K f , which 

fulfills the group property g(t)g(s) = g(t + s), 1 and s 
real, g( 0) = I, in the sense of operator sums A (t + s) 
=A(t) +A(s), A(O) =0. Assume that domA(t) 
=domA( I), for 1>0; then domA(t) =domA, 

A =A(1), for all t. If the mapping {(4)IA(t)'II); tell} is 
continuous for all 4>, 'IIEdom A, then A (t) = tA holds for all 
teR. 
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Lemma 1 follows since A (t) - tA ( 1) = 0 for all ration
al numbers t. 

If the unitary operator U is decomposed according to 
(3.2), U = Uo + U I , then KUK = Uo - U I is unitary, too; 
one obtains U6Uo + ut U1 = UoU6 + utut =1. 

IV. GENERALIZED CANONICAL TRANSFORMATIONS 

The one-parameter group of superuoitary transforma
tions 

g(t) = I + 9tA, 

AK = KA on K'domA = domA A =A t 
, '( 4.1) 

gt(t) =I-9tA, gt(t)g(t) =g(t)gt(t) =IldomS(Il' 

g(t + s) = g(t)g(s), t and s real, 

dom g(t) = dom A \B 9Kf> 

may be used to perform generalized canonical Bogoliubov 
transformations, which mix bosonic and fermionic opera
tors: 

Bk(t) =g(t)Bkgt(t) =Bk +9t [A,Bk]' 

domB k(t) = dom [A,Bk] $9 domBk' 

Ck(t) =g(t)8kgt (t) =8k +9t{A,8k}, 

domCk(t) =dom{A,8k}$9Kf , 

(4.2) 

for t real and k = I, ... ,/. The adjoint operators are given by 

B kt(t) = Bl- 9t[A,Bdt~Bl + 9t [A,Bl] 

= g(t)B 19t(t), 

ckt(t) =Ek + 9t{A,8k}t~Ek + 9t{A,Ek} 

=g(t)Ekgt(t). 

(4.3) 

Note that dom A is assumed to be graded, which in turn 
implies that the domains of [A,Bd, [A,Bl), {A,8k}, 
and {A,Ek} are graded, too. 

These transformed operators, acting in the 9J I module 
K f $ 9Kf , obey again the CCR and CAR in the sense of 
sesquilinear forms, with domains of B kt (t) and C kt (t) re
stricted, according to (4.3), to dom [A,B! ] \B 9 dom B k 
and dom {A,E k} $ 9Kf , respectively: 

and similar (anti-) commutation relations for C; (t) with 
C k (t) andB ;(t) with B k (t) and between them. Theserela
tions cannot be extended to the domains of B kt(t) and 
C kt (t), in general. 

The form invariance of the C(A)CR under superuni
tary transformations is at the origin of our attempts to ex
tend von Neumann's uniqueness theorem for irreducible 
representations of the CCR and the corresponding theorem 
for the CAR7 to representations of the C(A)CR in the 9J I 
module K f $ 9Kf . 

V. UNIQUENESS OF C(A)CR IN K,.eK, 
An irreducible representation of the canonical (anti-) 

commutation relations by closed operators in K f is, up to 
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unitary and superunitary transformations, unique, in the fol
lowing sense: 

Theorem 1: Let Ck , k = t , ... ,f, be bounded operators on 
the separable Hilbert space »1", and let Bk , k = I, ... ,f, be 
densely defined closed operators in »1". Assume that the ca
nonical (anti-) commutation relations [C(A)CR] hold: 
CiC! + C!C; = {jikI, CiCk + CkC; = 0, i,k = t, ... ,f, 

BkB! B!BkC;;I, domBkB! =domB!Bk. (5.la) 

OndomBk =domBt,(Bk +B!)N1andi(B! -Bk)/V'l 
are essentially self-adjoint; their closures will be denoted by 
X k and Pk • Assume next that the commutation relations 

B;Bk -BkB; =0, B;B! -B!B; =0, 

i#k, i,k = I, ... ,f, 
hold for the spectral families of X;, P;. In addition 

(5.1b) 

B;Ck - CkB; = 0, BiCk - CkB; = 0, i,k = 1, ... ,f, 
(5.1c) 

should hold for these spectral families. Finally, the operator 
family {Bk,B t,Ck,Cl; k = 1, ... ,f} is assumed to be irredu
cible in »1", which means that there does not exist a non
trivial invariant closed linear subspace of »1" for this family. 

Then there is a unitary transformation U: 
f 

»1"++ ® (L 2(d IX) ® e2
) such that 

UBk U I = (Xk + iPk )/V'l, k = t, ... ,f, 

UCkU 1=(-~)® .. ·®(-~)®q-®I2®"·®I2' 

I (5.2) 
for k = 2, ... , f, k th place 

UC1U 1=q-®I2®"·®I2 • 

Remark: It follows that each representation of the 
C(A)CRin the sense of (5.1) is, up to unitary equivalence, 
the direct sum of countable many fermionic oscillator fam
ilies (5.2).7 This uniqueness theorem can be extended to the 
following representations of C(A)CR in the ~ 1 module 
»1"f $ e»1"f. We start with the case of one fermion,f = 1. 

Theorem 2: Let the linear operators B and C fulfill all 
conditions of Theorem 1 withf = 1. such that one may iden
tify B=(x+ip)/V'l and Ct=E, C=i)=i)Ii)E in 
»1" = »1"1 = »1"0 ® f!J 1 = L 2(d IX) ® [1}. Let D and G be 
densely defined closed linear operators. Define 

B'=B+eD, 

domB' = (domB® f!J l)ndomD) 

$e(domB® [11)' 

c'=i)+eG, domC'=domG$e»1"I' 

B 't = B t - eD t, c't = E + eG t, 

(5.3) 

where G(D) is assumed to be even (odd); we may identify 
E = ut, i) = q- on f!J I = e2

• The new operators are assumed 
to fulfill the C(A)CR in the sense of operator polynomials, 
i.e., 

C,2=0, IB',C'] =0, [B',c't] =0. (5.4) 

Moreover, the following domain conditions are as
sumed. With 
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G = G0012 + GuEi), D = DIOE + DOli), (5.5) 

such that D lO, Dol.Goo, and Goo + GIl are closed and densely 
defined in »1"0' assume that 

dom Goo = dom Gix>, dom GooC;;dom G w (5.6) 

dom D10ndom DOl is a core of both DIO and DOl' 

dom IB,Goo ] ndom DlOndom DOl 

is a core of both [B,Goo ] and D lO, 

dom [B,Gix>]domDlOndomDol 

is a core of both [B,G ix>] and DOl> 

(5.7) 

where T denotes the closure of the operator T. Then one can 
write 

G = Goo1 = {A,i)}, 

D = [A,B] with A = GooE + Gix>i) =A t, 
(5.8) 

and the transformation (5.3) is implemented by the super
unitary operator exp(eA) such that 

e9ABe- 9A = B + e[A,B] C;;B', 

C' =e9A i)e- 9A =a+ e{A,a}. 
(5.9) 

Corollary 1: Under the conditions of the above theorem, 

D IO = [Goo,B] and DOl = [Gix>,B]. 

Remark: Tensor products of operators L ® I with 
dom L C;;»1"0 will be written sometimes asL, and the identity 
mapping I of f!J f will be suppressed. 

Corollary 2: There exists only one self-adjoint odd oper
ator that generates the superunitary transformation (5.9), 
namely A defined above. 

Proof of Theorem 2: With the ansatz (5.5), C ,2 = ° and 
(5.6) implies that G = G0012' Here A is self-adjoint because 
Goo is closed; (5.6) implies that G = {A,a}; [B ',C'] = 0, 
[B ',c,tl = 0, and (5.7) leads to D = [A,B]. 

Corollary 3: Under the conditions of the above theorem, 

[D,Bt];;;? [[G,B ],Bt]e + [[Gt,B ],Bt]ac;; [B,Dt] 

(5.10) 

holds; moreover, the equivalence 

[B',B't]C;;I iff [D,Bt] [B,Dt] =0 (5.11) 

follows. The conditions 

dom[ [G,B ],Bt] 

isacoreforboth [ [G,B],Bt] and [B,[Gt,B]t], 

dom [[Gt,B ],Bt] (5.12) 

is a core for both [[Gt,B],Bt] and [B,[G,BP], 

imply that [D,B t] = [B,D t] and a fortiori [B',B 'f] C;;I. 
Example 1: If one chooses G = cB with c complex, 

D = - c*a and one obtains the superunitary transforma
tion6 

(5.13 ) 
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Example 2: For G = cB t, c complex, D = - CE. 

An extension of the above theorem to the case off fer
mionic and f bosonic degrees of freedom follows from a 
similar strategy as before. We require the C(A)CR as opera
tor polynomials and assume appropriate domain conditions. 

Theorem 3: Let Ck be bounded, Bk,Gk, and Dk be 
closed and densely defined operators in JY, for k = 1, ... .1 
Decompose JY into two infinite-dimensional orthogonal 
subspaces JY = JYO Ell JYI and let B k and Gk be even, 
Ck and Dk be odd. Define 

B" =Bk + SDk' C" =Ck +SGk, k= I, ... ,/. 

(5.14 ) 
and note that 

B let = B! - SD L C let = C! + SG! (5.15 ) 

follows, since the domains of the operators involved are 
graded. Assume 

[B;,B"t]~t5;kI, [B;,B,,] =0, [B;,Ck] =0, 

{C;,c"t}~t5;kI, {C;,CG = 0, [B ;,c"t] = 0, 

i,k=l, ... ,f (5.16) 

Let dom B kB! = dom B !B k and define X k' P k as in 
Theorem 1. Assume that the commutation relations 

[BoBd =0 and [BoBl] =0, for i=l=k, 
( 5.17) 

[B;,Ck ] = ° and [BoC!] = 0, for i,k = I, ... ,/. 

which hold according to (5.16) in the sense of operator poly
nomials, hold also in the sense of the spectral resolutions of 
Xo Pi' Assume in addition that the family {Bk,B LCk,Cl; 
k = 1, ... ,f} acts irreducibly in JY, such that we may identi
fy, according to Theorem 1, 

JY --LI , Bk--(Xk + iPk )/Y2, C!--Ek, 
(5.18 ) 

by an appropriate unitary transformation. Introduce com
ponents for Gk by writing 

+ 

+ 
I<q, < ... <q,</ 

t,u,r + seven, 

and assume that there is some domain 

k=! 

Crfi ® ~ 1 ~ dom Dk ndom D L 

(5.19) 

(5.20) 

such that ~ 1 = ~ ® ~ lis a core for Gk andDk , k = 1, ... .1 
Here {p,q} denotes the 221 combinations in (5.19). More
over, assume 
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Crfi~domBk' Bk~UB!~~~, 

G~,q}~ UG~,q}t~ ~domBk' 
(5.21) 

Then the following conclusion holds. There exists exactly 
one densely defined operator A such that A is symmetric, 
domA = ~/' 

{A,Ck} = Ok = Gkl ' '61 

k = 1, ... .1 
Then obviously 

[A,Bd =Dk = Dkl'61 , 

(5.22) 

Gk = {A,Ck}, Dk = [A,Bk] , k = 1, ... ,/ (5.23 ) 

The proof of this theorem is given in Appendix A. 
Corollary 4: Under the conditions of the above theorem, 

e9ABke-9A = Bk + SDk ~B Ie, 
e9ACke-9A = Ck + SOk ~C", k = 1, ... .1 (5.24) 

Remark' The transformation (5.24) need not be super
unitary, because A may only be symmetric. The explicit rep
resentation of A in terms of components G ~,q}, which is used 
in the subsequent proof, may be used to impose conditions 
such that A becomes essentially self-adjoint. 

Remark: For practical use conditions (5.21) might be 
strengthened. One may require the existence of an invariant 
domain ~ I' forinstance, Crfi = S(W), the rapidly decreasing 
C <Y> functions, for all the operators involved. 

Example 3: The essentially self-adjoint operator 

. I. . 
A = L (EkBk + JkB!), Bk = Bkl'6' ~ = CO'(lW), 

k=1 

(5.25) 

generates 

{A,Jk } = Rk , [A,Bk ] = - Jk I ,k = I, ... ,/. 
CeGf 

(5.26 ) 

which leads to the superunitary matrix transformation6 

B" =Bk -SJk, C" =Jk +SBk, k= 1, ... .1 
(5.27) 

The closure of this generator A is just one of the two self
adjoint supercharges oftheJ-dimensional fermionic oscilla
tor, 

. 1 
QI =A = L (EkBk + JkB!), 

k=1 

dom Q I = dom B k ® ~ I' 
(5.28) 

and obviously 

{QI,Jk}=Bkll ,[QI,Bk]~ -Jk. (5.29) 
,~ 1 domBlsGf 

Similar matrix transformations are generated by the essen
tially self-adjoint operators 

A = f (EkOk +JkGt), Ok = -iRk 'Bt or I kl'6' 
k=! 

. 1 . 
A = L (EkGk + JkGt), Gk = Gk, (5.30) 

k=! 

domA = domBk ® ~/' 
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VI. TRANSFORMATIONS WITH TWO ANTICOMMUTING 
PARAMETERS 

More generally, superunitary transformations with 
more than one anticommuting parameter can be studied. 
They lead to Lie superalgebras that are much more compli
cated compared to the one of Eqs. (A3). As an example 
consider the supergroup constructed from the Lie superalge
braS( 2) with two self-adjoint supercharges Q I and Q 2 acting 
in the Hilbert space K/: 
(QI)2= (Q2)2=H, domQI=domQ2=domHI/2, 

{Q I,Q2} = 0, {Q I,K} = 0, K = No - N I, (6.1) 

where the anticommutators hold in the sense of forms, and 
No (NI) project onto even (odd) states. 

For the construction of the corresponding supergroup, 
the Hilbert space K j is extended to the ~ 2 module 
K j (91,92) with elements 

'1'0 + 9 1'1'1 + 9 2'1'2 + 9192'1'12eJ't"j(91,92)' 
(6.2) 

'1'0' '1'1' 'I' 2' 'I' 12eJ't"j' 

The Grassmann algebra of polynomials in the anticommut
ing parameters 9 1,92 with complex coefficients will be de
noted by ~ 2 and the tensor product of ~ 2 with the Clifford 
algebraK2f is constructed. The rules for adjointness and the 
scalar product6 imply, for example,9 

(4)1 (c19 1 + c29 2 + CI29 19 2)'I') 

= (c19 1 + c29 2 ) (4)IK'I') + c I29 19 2(4)I'I'), 

C I,C2'C 12EC, 4>, 'l'eJ't"j' 

With the notation 

(6.3 ) 

Q = (Q 1+ iQ2)/v"l, 9 = 9 1 + i92, 
(6.4) 

9* = 9 1 - i92, 9 2 = 9*2 = 0, 

one writes the general element of the supergroup generated 
by S(2) as 

g(t;S,r) = exp(itH + isQe + is*9*Qt + irH99*) 

= eitH (/ + isQe + is*9*Q t 

- !lsI2{Qe,9*Qt} + irH99*) 

=g(t;O,O)g(O;s,O)g(O;O,r), t,rER, SEC, 

(6.5) 

which is defined as a sesquilinear form on dom Q 
= domHI/2. 

The corresponding composition law becomes 

g(t;s,r)g(t ';s',r') = g(t + t';s + s',r + r' + 2 Im(s's*»); 
(6.6) 

these transformations are superunitary in the sense that 

g(t;s,r) t = g(t;s,r) -I = g( - t; - s, - r) (6.7) 

onformdomg(t;s,r) = domH 1/2fortandrreal, andscom
plex. 

With the help of the supercharge 
j 

Q = v"l L ekBk 
k=1 

for the f-dimensional fermionic oscillator one obtains the 
(anti-) commutation relations 
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{Q,ak}!;v'2Bk, {Qt,ak } = 0, 

[Qt,Bk ] !;v"lak, [Q,Bd = 0, 

k= 1, ... ,/ 

[H,ak ] ~ - ak, 

[H,Bk] ~ - B k, 

(6.8) 

Relations (6.8) lead to the following transformation of the 
fermionic oscillator Lie superalgebra: 

fltHake- itH = e- itak, eitHBke- jtH = e- itBk, 

eirHeeO ak e - irHeeo ~ ak - ire9* ak, 

eirHeeO B e - irHeeo ~B - ire9* B 
kkk' (6.9) 

g(O;s,O)akg(O; - s,O) ~ak - isv"l9Bk - IsI 299*ak, 

g(O;S,O)Bkg(O; - s,O) ~Bk - is*v"l9*ak + IsI 299*Bk, 

t,rER, SEC, k = 1, ... ,/ 

An obvious composition of these superunitary transfor
mations leads to an interesting group of automorphisms of 
the C(A)CR. 

The question of whether any automorphism of the 
C(A)CR with two or more anticommuting parameters is 
implemented by a unique superunitary transformation leads 
to rather complicated generalizations of the Lie superalge
bra (A3). We consider first the case of one bosonic and one 
fermionic degree of freedom, and then generalize to f;;;. 2 
fermions. 

To start the explicit construction of superunitary trans
formations g for f = 1, we define 

g = exp(9 lAI + 9zA2 + 9 19 2T) 

= I + 9 1AI + 9zA2 + !919 2[A2.Ad + 9 19 2T, 

At=Ak, k=I,2, Tt=T, 

gt;;;2exp( - 9 1AI - 9zA2 - 9 19 2T), 

(6.10) 

where A is an odd and Tan even operator in the Hilbert space 
.!£' 1= L 2(d IX) ® ~ I; then 

domgt;;;2domg 

= dom ggt = dom gtg 

= dom[A2.Ad ndom TEa9 1 domA2 

Ea 9 2 dom A lEa 9 19 2.!£' I; 

in addition ggt = gtg = Ildomg' The transformed operators 
gBgt, gB tgt, gagt, gegt fulfill again the C(A)CR on appro
priately restricted domains. 

With the special ansatz 

Ak = Gke + Gta, Gk closed, dom Gk = dom Gk. 

Gk = {Ak,a}, k = 1,2, (6.11) 

one obtains the transformed operators 

( 6.12) 
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gagt = a + 8 IU I,a} + 8 2{A 2,a} + 8 18 2 (A2aA I 

-A laA2 + ~{a,[A2,Ad} + [T,a]) 

~a + SIGI + 8 2G2 + S I8 2E[G2,Gd 

+ 8182a(~ [G2,G T ] 

- [GI,GI]> + T" - T'), 

where we decomposed T= T'Ea + T" aEwith T' and T" 
being self-adjoint. 

Conversely, given an automorphism of the C(A)CR, 
there exists under suitable domain conditions a superunitary 
transformation implementing it. 

The following theorem generalizes this implementation 
to the case of I fermionic and I bosonic degrees of free
dom. 

Theorem 4: Let Ck be bounded operators in the separa
ble Hilbert space Yr = ~ E9 Yrl, and let B k' D ~, G ~, E k' 

and Fk be densely defined closed operators in Yr. Assume 
thatBk' GL andEk are even, Ck, D~, andFk with i = 1,2, 
k = 1, ... ,f, are odd. Define 

B" =Bk +81Dl +82D~ +8IS 2Ek, 

C" =Ck +81Gl +82G~ +SI8~k' 
B"t =B! - 8 1Dlt - 82D~t - 8 1S 2E!, 

c"t = C! + 8 1Glt + 82G~t - 818~!, 

c"tt = C", k = I, ... ,! 

(6.13 ) 

Assume that these generalized operators fulfill the 
C(A)CR in the sense of operator polynomials, 

{C",C;} =0, {C",C;t}~Dk/' 

[B",Bn =0, [B",B;t]~8kjf, (6.14) 

[B",Cn =0, [B",C;t] =0, k,j= I, ... ,! 

Moreover, Bk and C! are supposed to obey the same 
conditions as in Theorem 3 and can therefore be identified 
with (xk + a laXk )/v'2 and Ek, k = 1, ... ,f, and Yr can be 
identified with .Y I' 

Next we introduce components for 

G~ = L G~.P .. ··p"q,···q,Ep, ... Ep,aq, " ·aq" 
I<p, < ... <p,<f 
I<q, < ... <q,<f 
r+ s = 0.2,4 •... 

i = 1,2, k = 1, ... ,f, (6.15 ) 

and similar components D ~.P, ... p"q, ... q" with r + s odd, for 
D ~ components for Ek with r + s even, and components for 
Fk with r + s odd; assume that ~ is an invariant dense do
main for all these components and their adjoints as well as 
for Bk and B! with k = I, ... ,! 

Then there exist unique symmetric odd operatorsA I.A2 
and a symmetric even operator 1', defined on the domain 
~ f = ~ ® f1 I' such that 
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G~;;;;?{Ai>ak}' D~;;;;?[Ai>Bk]' i=I,2, 

Fk ;;;;?A2 akA I - A lakA2 + ~{ak,[A2.A1]} + [T,ak ], 

Ek ;;;;?AIBkA2 -A2BkAI + !{Bk, [A2.A1]} + [T,Bk ], 

k = I, ... ,! (6.16) 
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The proof of this theorem is given in Appendix B. 
Corollary 5: If T is another symmetric even operator on 

Ct; 1 that fulfills (6.16), too, instead of 1', and if each compo
nent of l' - Tis essentially self-adjoint on Ct; = S(W), then 
l' - T~ tf for some real t. 

The proof of Corollary 5 follows from Kato's condi
tion,14 since (xk + if) Ct; = (Pk + if) Ct; = ~, which im
plies that l' - Tcommutes strongly with both x k and p k for 
k = I, ... ,! 

Corollary 6: Under the conditions of Theorem 4 it fol
lows that the transformation 

g = exp(8 lAI + 8~2 + 8 18 21') 

;;;;?exp( - 8 1A T - S~ I - 8 18 2Tt), 

with ggt=gtg=fjdomg, domgt;;;;?domg=domgtg 
= domggt, implements the automorphism (6.13), i.e., 

B" ;;;;?gBkgt, C" ;;;;?gakgt, k = I, ... ,j. 

Corollary 7: For the casel = 1, let 

G; = G;'f + G;"EI aI' 

dom G~' = dom G~t~dom G~", i = 1,2; 

(6.18 ) 

(6.19) 

assume that Ct; is a core for G ~'. Then one especially obtains 
that 

G; = {Ai,a l }, Gr' = 0, Ai = G~'EI + G~tal =A T, 
i = 1,2. (6.20) 

Example 4: The choice 
1 

AI =iv'2 L (-SBkEk +s*B!ak ), 
k=1 

1 
A2=v'2 L(sBkEk+S*Btak), SEC, 

k=1 

(6.21) 

corresponds to self-adjoint supercharges ofthe/-dimension
al fermionic oscillator. Using its Hamilton operator 

1 
T=2r L (B!Bk +Ekak ), rER, (6.22) 

k=1 

yields the supergroup elementg(O;S,r), which was defined in 
(6.5), for this model, and which implements the automor
phism group (6.9). 
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APPENDIX A: PROOF OF THEOREM 3 

Here we give the proof of Theorem 3. An appropriate 
operator basis for f1 f is given by the 221 monomials 

f, Ep,"'Ep, (IQI<"'<PrQ), 

aq, .. ·aq, (I';;;ql < ... < qs Q), Ep,' . 'Ep,aq, .. ·aq,' 

The (anti-) commutation relations 

H. Grosse and L. Pittner 

(AI) 
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(A2) 

[E "'E a ···a ak] = ( - l)iE ., ·tp •• 'Ep aq •• ·aq , for k = Pi> r + seven, 
PI P,. 9. q$' PI i ,. 1 S 

follow easily from (2.4). TheC(A)CR (5.16) imply the Lie 
superalgebra 

[Dk.B/] - [D/.Bk] = 0, (A3a) 

[Bk,G/] + {a/.Dk} 0, (A3b) 

[Bk,Gj] + {E/.Dk} =0, (A3c) 

[Gk,ad + [G/,ad = 0, (A3d) 

[Gk,EtJ + [Gj,ad =0, (A3e) 

[Dk.Bi] + [Dj.Bd =0, k,l= I, ... ,/, (A3f) 

in the sense of operator polynomials. Next we insert the an
satz (5.19). (A3d) implies for k = 1 that Gr·q

} = ° if 
ke{Pl""P.}; (A3d) implies for k i=1 that 

r+s-l =0,2,4, ... , (A4) 

where G r,q} denotes the restriction of the components de
fined by (5.19) to Cr:. We therefore may define 

A'= 'i;"' E"'E A 'P .. ··Pr 
~ PI P, 

1 ';PI < ... <p,<;/ 

rodd 

+ 
I.;ql < ... <q.<;/ 

r+. odd 

(A5) 

on dom A ' = Cr: f' with 

A ,p,"'p, = ( - )/-IG~""h"'Pr, p/ = k, 1 <I<r, 
,k • 0 

A = G k' k = I, ... ,/, (A6) 

and obtain 

e "'E a .. ·a G{P,q} 
p, Pr q, q, k 

r + s = 0,2,4, ... 

= {A ',ak }, k 1, ... ,[ (A7) 

Define next 
. ,.. 't . 

Hk=[Bk,A ]+Dk, Kk=[Bk,A l'iff]+Dk, (AS) 

Dk Dkj'iff' domHk domKk=Cr:f , k=I, ... ,/, 

using (5.21); (A3b) and (A3c) imply then thatHk does not 
contain components with ep , •• 'epr , and Kk does not contain 
components with aq,' .. aq,' Define F' =A' -A,t on 
dom F' = Cr: f; using (AS) one obtains 

(A9) 
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the F'{p,q} denote the components of F' in the basis (AI). 
Redefining 

A=A'+ 

• odd 

one obtains the desired (anti-) commutators 

[Bk.A] = -Dk' {ak.A} = Gk, k 1, ... ,/ 

The redefinition (AlO) implies next that 

(AlO) 

(All) 

'i;"' e"'e a .. ·a F{P,q} 
,£"" PI p, ql qs ' 

I.;p, < ... <p,<;/ 

I.;q, < ... <q,<;/ 

,.. .. I.r+. odd 

domF= Cr:f' (AI2) 

and obviously Fr;;, Ft. As the last step of the proof we 
insert (All) into (A3e) and calculate 

Fake/ + akelF + akFel - elFak 8k/F = 0, 

k,i= 1, ... ,[ (A13) 

Inserting (A 12) into (A 13) gives F = 0, which finally 
implies that A is symmetric. This symmetry of A obviously 
implies its uniqueness. 

APPENDIX B: PROOF OF THEOREM 4 

Here we give the proof of Theorem 4. Inserting (6.13) 
into the C(A)CR (6.14) one obtains super-commutation 
relations for the closed operators involved. These equations, 
which do not contain Ek and Fk , k I, ... ,/, are just the 
same as in (A3) and lead therefore to the symmetric odd 
operators Ai' The remaining relations look at a first glance 
rather complicated, but can be simplified after introducing 

Fk =Fk -AzPkAl + AlakAz - !{ak,[Az.Ad}, 

Ek = Ek - AJBkAZ + Az.BkAJ - !{Bk,[Az.Atl}, 

k = I, ... ,/, (BI) 

and lead to the Lie superalgebra 

{ak.F/} + {a/.Fk} 0, 

[Bk.Fd + [Ek,atl = 0, 
-t -[Bk.Fd + [e/,Ed = 0, 

[Bk,Ed - [B/,Ed = 0, 
-t t-[Bk,E d + [B /,Ed = 0, 

{ek.F/} - {a/.Fj} = 0, k,l = 1, ... ,/ 

(B2a) 

(B2b) 

(B2c) 

(B2d) 

(B2e) 

(B2f) 

Now, following the analysis after Eqs. (A3) of Appendix A 
one obtains an operator T of the form 
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r+seven 
r;;.1 

r;;.1 

(B3) 

in analogy to (AlO); l' fulfills the commutation relations 

Fk = [T,ad, Ek = [1' ,Bd, k = 1, ... ,/. (B4) 

If one inserts (B3) into (B2f) one finds that Tis symmetric. 
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Some basic properties of the energy level sets for parameter-dependent systems are analyzed. A 
class of Hamiltonians depending linearly on two parameters is considered as a working 
example. It is shown that an approximate computation of the boundary of the level set can be 
useful to derive analytical representations of the eigenvalues of the system. The expressions 
deduced for the eigenenergies have the correct analytic behavior in the whole range of all 
physical parameters. In the simplest case, a non variational upper bound to the ground state 
energy is derived that satisfies both virial and Hellmann-Feynman theorems, as well as first
order perturbation theory. Furthermore, some approximations are obtained, within the 
framework of the scaling variational method, that are numerical upper and lower bounds to 
the exact eigenvalues. Applications are illustrated with a family of anharmonic oscillators. 

I. INTRODUCTION 
The derivation of approximate expressions for eigenval

ues of parameter-dependent systems has attracted attention 
time and again. Several developments have been motivated 
by the desire to determine which is the basic information that 
should be used to describe, qualitatively, the analytic behav
ior of the energy in such systems. 1-9 

It is well known that the virial theorem (VT) and Hell
mann-Feynman theorem (HFT) lead to a differential equa
tion that fixes the essential dependence of the eigenvalues on 
the parameters contained in the Hamiltonian. In particular, 
when an appropriate general trial function is optimized 
variationally, the approximate expression for the energy sat
isfies both theorems and it allows one to describe not only the 
correct qualitative behavior of all the eigenvalues with re
spect to the above parameters,I-9 but also in terms of the 
quantum numbers. 3,10 This constitutes the essence ofthe so
called scaling variational method (SVM). 3.11-14 The analyt
ic description it provides for the eigenvalues is believed to be 
independent of the basis functions chosen. However, this has 
not yet been proved. 10 

Recently, several authors have proposed a more general 
approximation to the problem above. It consists basically in 
building families offunctionals that are solutions of the dif
ferential equation determined by the HFT and VT. I-5,9,15.16 
These functionals include as a particular case the approxi
mation given by the SVM, but they can be easily general
ized. 15 A very attractive feature of this approximation is that 
it allows one to take into account all the information avail
able about the systems, while it always keeps the correct 
dependence of the energy on all the parameters of interest. 
Among the usual sources of such complementary informa
tion one should mention the Rayleigh-Schrodinger pertur
bation theory (RSPT) and the semiclassical limit of the en
ergy.5.16 This approximation in terms of functionals can 
explain easily some intriguing results, for instance, the cause 

of the coincidence between the analytic behavior predicted 
by the JWKB method and the variational theorem. 17 

As a result ofthe above studies, there is some interest in 
searching for new, simple representations for the energy 
based on different principles. Of course, the new expressions 
should present, if possible, the convenient features of the 
functional solutions of the HFT - VT differential equation, as 
well as leading to possible improvements. 

One of the aims of this paper is to construct such a fam
ily of approximate expressions for the eigenvalues of param
eter-dependent systems. 

Our starting point are some relationships derived pre
viously from level sets of the energy of systems depending on 
linear parameters,18 including, in particular, those for the 
electronic energy of polyatomic molecules in the abstract 
space of nuclear charges. 18-23 This space can be given a topo
logical structure from its partitioning into level sets, and this 
approach has been useful for deducing different bounds for 
the electronic energy. 18-21 Recently, we have shown that, in 
the simplest case of diatomic molecules, the curvature prop
erties of the boundaries of the above level sets can be used to 
obtain approximate analytical expressions (upper bounds) 
for the electronic energy as a function of both nuclear 
charges and interatomic distances.22,23 It was also shown 
that the basic structure of the function providing the bounds 
was the same as it is for the exact electronic energy.23 How
ever, it was not clear if those bounds had any relationship 
with the ones provided by the usual variational method, and 
if they could be improved and generalized to some other 
systems. 

In this paper a method to derive approximate expres
sions for eigenvalues is presented. In its formulation we 
make use of the basic properties of the boundaries of level 
sets. For the sake of simplicity, we confine ourselves to sys
tems depending linearly on two parameters; in this case all 
the equations posed by the method can be handled rather 
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easily. In spite of their simplicity, these systems include some 
models of actual physical interest. Moreover, the extension 
to other problems depending on more parameters, as well as 
those presenting nonlinear dependences, is possible. 

In the case of two-parameter systems, the boundaries of 
level sets are simple curves, which could be termed "con
stant energy trajectories" (CET),21 From now on, we refer 
to the procedure as the CET method. As it is shown below, 
the technique allows one to derive new approximate expres
sions for the eigenValues that share many of the properties 
characteristic of the functional solutions of the HFT-VT 
differential equation. As in previous methods, the algorithm 
seems well adapted to introduce available analytical infor
mation. As is shown in this paper, in many cases the present 
alternative has some advantages. 

The paper is organized as follows. In Sec. II we summa
rize briefly the basic properties of the CET's for a general, 
well-defined family of Hamiltonians. A very simple nonvar
iational upper bound to the eigenvalues is derived in this 
section. The analytical properties of this bound, as well as 
some possible methods for its generalization, are also dis
cussed in Sec. II. Following the ideas presented in Sec. II, in 
Sec. III we derive several approximate expressions for the 
eigenvalues of anharmonic oscillators, in order to illustrate 
how the method works. Numerical results are shown for 
some eigenstates of the quartic anharmonic oscillator. A dis
cussion comparing the procedure with some other tech
niques involving similar information is also included. We 
conclude in Sec. IV with some comments about possible ex
tensions of the method. 

II. BASIC RESULTS AND ELEMENTARY BOUNDS FOR 
EIGENVALUES 

In this paper we deal with the following family of differ
ential operators: 

H(Zl,Z2) = -.:1+ZIVI(X) +Z2V2(X), xE'R, s;;.1, 
(1) 

where.:1 is the Laplacian operator in "R. The potential in ( 1 ) 
is defined according to the following conditions. 

(i) ZI and Z2 are positive real parameters: 
ZIERo+, Z2ERo+, where we use the notation Ro+ for the set 
of non-negative real numbers. 

(ii) If there exists some XoE'R( Ilxoll < 00) so that 
Vi(Xo) = 0, then IIVVi(x)ll(x = Xo) = 0, and the Hessian 
matrix (VV Vi (x) )( x = Xo) has either only negative or only 
positive eigenvalues, for both i = 1 and i = 2. 

(iii) sgn (VI (x») = Sgn(V2(X»), for all xE'R. 
We include a further assumption that will allow us to 

advance farther in the analytical derivation (even though it 
is not essential to develop the method). 

(iv) VI (x) and V2(x) are homogeneous functions of 
degree NI and N 2 , respectively. 

Note that in Sec. IV the changes in the formulation, 
required by a relaxation in some of above conditions, are 
discussed briefly. 

In order to define the level sets (and their boundaries) 
corresponding to a given eigenstate, the spectrum of 
H(ZI,Z2) must fulfill certain properties under continuous 
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variation of ZI and Z2' Namely, we assume the following 
two properties. 

(v) There exists a nonempty set D, DCRo+ XRo+, so 
that for all (ZI,Z2)ED, H(ZI,Z2) has a nonempty set of dis
crete eigenstates. 

(vi) DnRo+ X{Oh~:0andDn{0}XRo+ #0, where 0 
is the empty set. That is, the Hamiltonians H(ZI'O) and 
H(0,Z2) have spectra that can be obtained from that of 
H(Zl,Z2) in the limit Z2-+0 and ZI-+O, respectively. [No
tice that (O,O)EED.] In order to simplify the analysis that 
follows, we will assume the discrete spectrum to be nonde
generate. 

The above properties (iii), (v), and (vi) guarantee the 
existence of a discrete spectrum 

{Em (ZI,Z2)' m = O,l, ... ,N; N;;;.O} 

over variations of both Z I and Z2 within a certain range. 
Furthermore, according to the HFT, these eigenvalues are 
monotonic functions of both ZI and Z2: 

(
BEm (Z!JZ2») _ {V } 

BZ
I 

Z2 - ( I)m (Z"Z2>' 

(
BEm (ZI,Z2») = {( V)} . 

az 2 m (Z"Z2) 
2 Z, 

(2) 

Here m must be understood as the set of good quantum 
numbers necessary to specify completely the spectrum. In 
the above equations, and in what follows, the symbol 
{ ••• }(Z"Z2) stands for the expectation values calculated by 
integrating with an eigenstate tPm (Zl,Z2;X) of Hamiltonian 
( 1) in the integrand, whereas the notation (V;) m stands for 

(tPm (ZIZ 2;X) I Vi (x) ItPm (ZI,Z2;X», 

with i = 1 or 2. 
We are now in the position to introduce the concept of 

constant energy trajectory (CET). A CET is simply a con
tinuous curve defined on D, so that every point on it repre
sents a pair ofvalues (Z ; ,Z ~ ) for which the mth eigenvalue 
of H(Z;,Z ~) has a fixed numerical value. This curve "con
nects" the spectra of H(ZI'O) and H(0,Z2)' 21-23 

In order to define the CET we proceed as follows: let 
(Zo,Q) and (O,Z ~) be two points in D, so that 

Em (Zo,O) =Em(O,Z~). (3) 

It is easily shown that, according to the assumptions above 
for the spectrum and the potential, such a number Z ~ exists 
for a given ZOo Using the homogeneity properties of the po
tential and the Symanzik scaling,24 we deduce the unitary 
equivalences of Hamiltonians, 

H(ZI'O) g;; (ZI )2/(N, + 2) H( 1,0), 

H(0,Z2) g;; (Z2)2(N2 + 2) H(O, 1), 

which lead us to the result 

(4a) 

(4b) 

Z ~ = {Em (1,O)IEm (0,1)}(N,+2)/2(ZO)(N2 +2)/(N, + 2). 

(5) 

Observe that, as a result of the monotonicity of the energy as 
a function of Z I and Z2' there exists a single value 

Z* = {E(1,0)IE(0,1)}(N2 + 2)(N, + 2)/2(N2 -N,) 

so that Zo = Z~ = Z*, as long as N2#NI • If N2 = N I , we 
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get Zo = Z;' for any ZOo In the general case of N2 =l=N1, the 
condition to have Zo > Z;' will depend on whether Zo > Z • 
or Zo < Z·, and on the ratio between the mth eigenvalues of 
the Hamiltonians H( 1,0) and H (0,1). This latter property 
depends, in tum, on the values of Nl and N2• 

We now introduce the CET by means of a function 
1m: [O,Zo) ..... [O,Z ;,] defined according to the following 
properties: 

(6a) 

Em (ZI./m (ZI» = Em (Zo,O), for all ZIE(O,ZO)' (6b) 

It is easily proved from the monotonicity properties of the 
energy, and the existence of Z;' for every Zo, that 
Z2 =Im (ZI) is a bijective function. 

We can introduce now a level set F m (Zo) on D as18
•
19 

Fm (Zo) = {(Zl,Z2)eD: Em (Zl,Z2»Em (Zo,O)}, (7) 

for which the CET 1m (Zl) above is the boundary19: 

Gm (Zo) = {(Zl,Z2)eD: Z2 =Im (Zl)}' (8) 

If Em (Z"Z2) >Em (Zo,O), the condition to have either 
Z2>lm (Zl) or Zz <1m (Zl) depends on the potential. For 
instance, if V, (x) < 0, and Ni > - 2, i = 1,2, it follows that 
for all (Zl,Z2)eF m (Zo), ZZ<Jm (Zl)' This is typically the 
case of one-electron diatomic molecules [Coulombic poten
tials in Eq. (1)].19,21 

The CET 1m (Zl) is in general an unknown function. 
However, we can determine some of its basic properties, 
which will tum out to be useful for deriving approximate 
expressions for the eigenValues. It is worth commenting that 
the main properties of the level sets (and their boundaries) 
can be deduced from the use of the variational theorem to 
approximate the eigenvalues. 18 However, we shall show here 
that the analysis of the exact CET's can lead to nonvaria
tional approximations to the eigenenergies, with the same 
analytic structure that is expected for the exact ones. 

Formally, the function/m (Zl) can be built from expec
tation values ofthe potential. To that purpose let us restrict 
our discussion to the eigenvalue problem of the operator 
H(Zl./m (Zl») [where/m (Zl) is not yet determined]. Ac
cording to Eqs. (6), its expectation value with 
tPm(Zl./m (Zl);X) is a constant for all ZlE[O,Zo): 

a{ (H (Zl./m (Zl»)) m }(Z,.Jm(Z,») 
0. 

aZl 

(9) 

The HFT and Eq. (9) give us the expression for the deriva
tive offunction/m (Zl)' with respect to ZI: 

I;,. (Zl) = - {(V1)ml(Vz)m}(Z,.Jm(Z,») <0, 

for all ZlE[O,Zo)' ( 10) 

Using Eq. (6) we can integrate Eq. (10). Consequently, for 
a given pair of numbers Zo,ZlE(O,Zo), there exists a single 
real value Z2 so that (Z"Zz) is in Gm (Zo); this is given by 

i z,,{ (V1)m } Z2 =/, (Zl) = -- ds 
m z, (V2 ) m ('.Jm(s») 

( 11) 

=Z;, - __ l_m_ ds. !oZ'{ (V) } 
o ( Vz) m ('.J .. ('») 

(12) 
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Equations (11) and (12) provide an integral equation for 
the CET. Naturally, for nontrivial problems these equations 
cannot be solved exactly to obtain 1m (Zl)' However, we 
shall see below that the integral representation of 1m (Zl) 
can be used to obtain approximate expressions for it. In tum, 
we will discuss how approximations (bounds) to the exact 
1m (Z,) can lead to approximations (bounds) to the eigen
values. 

It is relevant to our discussion below to determine the 
sign of the second derivative of the function 1m. It can be 
determined easily using again the HFT. We start from the 
equality 

a 2Em(Z'./m (Zl») 

aZi 

= ° = 2(atPm I aH (Zl./m (Zl») I tPm) 
az, aZl 

{(
a

2
H(ZI./m (Zl») } 

+ az i m (Z,.J.,(Z,»)· 

Upon expanding the Hamiltonian in Taylor series, 

H(ZI + OZl./m (Zl + OZl» 

(13) 

;::::;H(Zl./m (Zl)) +OZI aH(Z~~~ (ZI» + O{(OZl)2), 

(14) 

the standard nondegenerate RSPT up to first order allows us 
to compute the derivative of the wave function in Eq. (13): 

atPm(Zl./m (Zl» L [Em _E.]-l 
.=0 (.;<i'm) 

X(tPm / aH(Z~~~(Zl» /tP.)tP •. 

(15) 

Summation in Eq. (15) must be understood as running over 
all states with the same symmetry as tPm' including both 
discrete and continuum states. 

Introducing ( 15) in ( 13), and noticing the relationship 
between the second partial derivative of the Hamiltonian 
and the second derivative of the function/m (Zl), we get 

I::. (Zl) = [2/{(V2 )m}(Z,.fm(Z,),] L [Es - Em r 1 

.=0 (';<i'm) 

(16) 

This equation reveals that for the lowest state in every mani
fold of eigenstates of H with distinct symmetry (say 
m = M), the following equality holds: 

Sgn(fZt(Zl») = Sgn(V2(X»), (17) 

according to the assumptions already commented about the 
sign of the potential. Observe that Eq. (17) establishes, for 
example, the concavity from below of the boundaries oflevel 
sets of Hamiltonians with Coulombic potentials. 19-2' 

The above results for the first and second derivatives of 
the function 1m (Zl) lead us to an important conclusion in 
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terms of the ratio of expectation values of VI and V2• This 
result is condensed into the following lemma. 

Lemma 1: Let M be a quantum number or a set of quan
tum numbers standing for the lowest eigenstate of a given 
manifold of eigenstates of the Hamiltonian (1), defined ac
cording to properties (i)-(vi). Then (a) if V2(x) <0, then 

max{ (VI) MI( V2 ) M}(Z"fM(Z.l1 

= {(Vl )MI(V2 )M}(Zo,Q) = - !M(ZO); 

and (b) if Vz(x) >0, then 

min{ (VI) MI (Vz) M }(Z,.fM<Z,)1 

= {(Vl )MI(V2 )M}(Zo,O) = -!M(ZO)' 

Lemma 1 is one of the results we need to be able to derive 
approximations to the eigenvalues from the integral repre
sentation to the CET's [Eqs. (11) and (12)]. Our strategy 
can be stated as follows: suppose, without loss of generality, 
that theproblemofH(ZI'O) can be solved exactly, i.e., all its 
eigenvalues, as well as all expectation values involving its 
eigenfunctions can be evaluated in a closed form. According
ly, even though Eq. (11) cannot be solved exactly, a bound 
can be given for the integral by using the expectation values 
computed with the eigenfunctions of H(Zo,O). Lemma 1 
gives us some bounds for the integrand according to the po
tential. However, to derive approximations to the eigenval
ues we need a further result. 

Using the VT and the normalization of the eigenfunc
tions of H (Z 1,0) for all Z I' it is simple to prove the following 
scaling law for them: 

tfm (Zo,O;x) = a- I/2tfm (Zoa2+N',O;xla). (18) 

We use Eq. (18) to prove the following lemma. 
Lemma 2: 

[
a{(Vl)m/(V1)m}(zo.o>] [Nz-NI] sgn = sgn . 

azo 2+NI 

Proof; Invoking the scaling law ( 18) and the homogene
ity properties of the potential, and choosing the scale factor 
as a = ZO-I/(l+N,), we get 

{(V
1
)m / (V

2
)m}(Zo,o) = (ZO)(N,-N,)/(2+N,)C, (19a) 

where 

C= {(VI)m/(V1)m}(I,ol' 

from which the lemma follows. 

(19b) 

We are now in the position to use Eq. (11) to provide a 
first simple analytic upper bound to the eigenvalues. Let us 
consider, for instance, that both VI and V1 are positive. Here, 
and in following sections, we confine ourselves to this case, 
to which the formalism has not been applied up till now. The 
case of both VI and Vz negative has been the subject of a 
related analysis (in the particular case of diatomic mole
cules), even though not following the present formula
tion.22,23 The extension to negative potentials is immediate. 

According to Lemma 1, from Eq. (11) we deduce 
[V2 (x) >0] 

EM(ZI,Z2) = EM (Zo,O) 

::::}Zz> (Zo - ZI){ (VI) MI( V2) M } (Zo.o> • (20) 
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Notice that, even though the right-hand side of the inequali
ty (20) can be computed in principle for any value of Zo> the 
actual value of Zo is unknown. Our goal in the rest of this 
section is to approximate EM (ZI,z2) by using an approxi
mateZo· 

Let us define a new Z i\' so that the equality is reached in 
(20): 

Z2 = (Zi\' - ZI){( V1)MI(V2)M}(z3',O>' (21) 

that is, the new value Z i\' satisfies 

(Zi\' -ZI){(V1)MI(V2)M}(Z3'.o> 

>(Zo - ZI){(Vl ) MI( V1) M}(Zo,O)' (22) 

Let us consider now the class of potentials V2(x) for which 
the Hamiltonian H(0,Z2) has eigenvalues that are monoto
nously increasing functions of Z2' i.e., 2 + N2 > ° 
[ V2 (x) > 0]. In this case, Lemma 2 assures us that if N 2>N1, 

then inequality (22) implies Z (\' > ZOo As a consequence we 
get 

U(ZI,Z2) = EM (Zi\',O) 

= (Z(\,)2/(N,+2)EM(1,0»EM(ZI,Z2)' (23) 

Equation (23) holds also if V2(x) <0. Our conclusion can 
be summarized in a theorem. 

Theorem 1: Let H be a Hamiltonian satisfying condi
tions (i)-(vi), as well as the conditions 2+N2 >0 and 
Nz>Nl for the potential. Let Mbe the quantum number of 
the lowest state in a given manifold of eigenstates of H with 
distinct symmetry. Then, the function EM (Z(\',O), withZi\' 
the only real positive root ofEq. (21), is an upper bound to 
the eigenvalue EM (ZI,Z2) for all (ZI,Z2)ED. 

This theorem provides the simplest example of a class of 
approximations to eigenvalues that will be discussed in this 
paper (see Sec. III). 

As discussed previously, we have considered the Hamil
tonianH(Z(\"O) to be a reference Hamiltonian, in the sense 
that its Schrodinger equation can be solved exactly. In this 
context its eigenfunctions tfm (Zi\',O;x) are used to approxi
mate the eigenvalues of H(ZI,Z2)' which resembles the 
SVM method. l

O-
14 Notice, however, that we have not pro

ceeded variationally: neither is EM(Zi\',O) an expectation 
value of H(Z IZ1), nor is Z (\' obtained by means of variation
al optimization. 

It would not be surprising to obtain an upper bound to 
EM(ZI,Z2) if we consider that tfM(Z(\"O;x) is used some
how as a "trial function." However, in the context of the 
SVM the approximate energy has the correct analytic behav
ior (as fixed by the HFT and VT's) only when the parameter 
is optimized variationally. This is not our case; nonetheless, 
we will show that the CET method leads, indeed, to nonvar
iational approximations with the appropriate analytic struc
ture. 

Theorem 2: The function EM (Z i\' ,0), with Z i\' the only 
real positive solution of Eq. (21), is a solution of the follow
ing differential equation: 

E=2+N1Zl(aE) +2+N2z2(aE) , (24) 
2 aZI z, 2 aZ2 z, 
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which is the same equation derived after combining the VT 
and HFT for the solutions of the Hamiltonian (1). 

Proof: We first show the scaling law that Z~ satisfies 
withZI andZ2. Using (19), we rewrite Eq. (21) as follows: 

Z2 = (Z~ - ZI) (Z~)(N2-N,)/(2+N,)C. (25) 

Introducing now the scaling Z~ =aZo·, and ZI =aZ; 
into (25 ) , and choosing the scale factor as 
a = (Z2)(2+N,)/(2+N2" we get 

1 = (Zo· -Z; )(ZO·)(N2-N,)/(2+N,)C, (26) 

which shows that Z ~, as a function of Z I and Z2' satisfies 

Z~(ZI,Z2) 

= (Z2) (2 + N,)/(2 + N2)Z~(ZI (Z2) - (2 + N,)/(2 + N2),1). 
(27) 

UsingEq. (4a), we deduce from (27) that our upper bound 
EM(Z~,O) = U(ZI,Z2) satisfies the equality 

U(ZI,Z2) = (Z2)2!(2+N2)U(ZI(Z2) - (2+N,)/(2+N2),1). 
(28) 

Equation (28) is the correct scaling law expected for the 
exact eigenvalue according to the standard Symanzik scal
ing.24 From (28) one gets 

Z (aU(ZI,Z2») = Z (Z ) -N,/(2 + N2) aU(b,1) 
I aZI Z2 I 2 ab 

(29a) 

Z2(aU(ZltZ 2) ) 
aZ2 Z, 

= __ 2_(Z )2!(2+N2l U(b 1) 
2 +N2 2 , 

_2+N2Z (Z )_N,/(2+N2)aU(b,1) (29b) 
2 + NI I 2 ab ' 

where b = ZI (Z2) - (2 + N,/(2 + N2), Combining Eqs. (29) we 
complete the proof. 

Theorem 2 establishes the fact that the upper bound 
possesses the correct analytic behavior with the real param
eters contained in the Hamiltonian. In other words, it satis
fies "simultaneously" the VT and HFT through a nonvaria
tional approach. It is worth commenting that this result 
holds for all quantum numbers m, not only M, even though 
the bound (23) might not be true. 

The similarity between U(ZI,Z2) and the exact eigen
values can be demonstrated in a more detailed way if we 
compute the Taylor expansion ofthe former in power series 
of Z2' If we write the parameter Z ~ as Z ~ = Z ~Ol 
+Z~I)Z2+Z~2)Z~ + "', introduce it into (21), and 

collect the coefficients premultiplying each power of Z2' we 
can obtain from Eq. (23) the following expansion: 

U(ZI,Z2) zEm (ZltO) + Z~2 

+Z~{(NI-N2)AUEm(ZI'0) 

- N IA 2/(2 + N I )} + O(Z~), (30) 

whereA2 = {( V2 ) m} (Z,,Q)' Clearly, this expansion is correct 
up to the first order. 

We can compare the above result with the one obtained 
from the variational method (SVM). To this end we consid-
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er a trial function that is an eigenfunction of H(z,O). The 
function is tPm (z,O;x), where the real number z will be ob
tained variationally. Invoking the VT for H(z,O), a simple 
calculation shows that the variational functional is given by 

E(ZI,Z2) 

= (N/2){(VI )m}(l.O)q-2 

+ ZI{(VI)m}(l.O)~' + Z2{(V2)m}(l,Q)~2, (31) 

where q = z - 1/(2 + N,). The parameter q takes its optimum 
value in the stationary condition 

that is, 

1 =ZI(q*)N,+2+Z2(N2/NI ) 

X {( VI)m/( V2)m}(l,O) (q*)N2+ 2. (32) 

Substitution of q* into (31) gives an approximation to the 
eigenvalues that satisfies both VT and HFT, as is well 
known. Furthermore, its expansion in a power series of Z2 
leads to the following result [notation the same as in Eq. 
(30)] : 

E(ZI,Z2) = Em (ZI,D) + Z~2 

- Z~ N~ A ~/4NIEm (ZI'O) + O(Z~), 
(33} 

which is correct up to first order. Notice that the second
order term is not only incorrect but it also differs from the 
result (30). 

Let us summarize the conclusion from the above analy
sis: the elementary bound (23), obtained from the properties 
of the boundaries of the level sets in the parameter space D, 
differs from the SVM result. Both procedures employ the 
same input information, that is, an eigenfunction of the "ref
erence" Hamiltonian H(ZI'O). However, in the case ofthe 
SVM this function is optimized variationally, whereas in the 
CET method it is not. Despite this difference, both approxi
mations share the following properties: ( 1 ) all the eigenval
ues are described by approximate expressions satisfying the 
HFT - VT differential equation, which assures the correct de
pendence with all the parameters in the Hamiltonian; (2) 
the approximate expressions reproduce the RSPT in power 
series of Z2 up to first order; and (3) both give rigorous 
upper bounds to the energies of the lowest eigenstate of a 
manifold with distinct symmetry. 

Such profound coincidence between a variational and a 
simple nonvariational method has not been noticed before, 
as far as we know. 

From the numerical point ofview, the bounds derived in 
this section [Eqs. (21) and (23)] are not better than the 
variational ones. This is not surprising, since the starting 
bound (20) is the most elementary one that can be found for 
the integral representation of the CET functionfm (Z I)' As 
shown in the next section, other expressions obtained from 
Eq. (11) allow one to improve the accuracy of the approxi
mation, without losing any of the fundamental properties 
mentioned above. 
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III. APPROXIMATE EXPRESSIONS FOR EIGENVALUES: 
GENERAL ANHARMONIC OSCILLATORS 

In this section we discuss the derivation of a family of 
approximate expressions for eigenvalues of parameter-de
pendent systems, using the main ideas displayed in the pre
vious section. 

For the sake of succinctness we consider here a concrete 
example: the general anharmonic oscillator. This is a one
dimensional model (x = x), given by 

VI (X)=X2, V2(X)=X2n, n=I,2,3,.... (34) 

The potential defined by (34), as well as the spectrum of its 
corresponding Hamiltonian, satisfies the required properties 
discussed in the previous section. Of course, the case n = 1 is 
trivial. The case n;;;>2 has no analytical solution, and it has 
been the subject of numerous discussions in the context of 
approximate methods (see, for instance, Refs. 5 and 25-28, 
and others quoted therein). Moreover, the model is a useful 
one in molecular spectroscopy (see, for instance, Refs. 29-
32) as well as in field theory (for example, Refs. 33 and 34). 
In our case we are only concerned here with the derivation of 
extremely simple expressions for the eigenvalues, derived 
from basic principles assuring them the correct analytical 
behavior with both ZI and Z2.1t is worth reiterating that our 
aim is not to compute eigenvalues with large precision. On 
the contrary, we want to show how an approach different 
from the variational method can be useful to fix the overall 
main analytical structure of the eigenvalues, as functions of 
the physical parameters defining the system. Furthermore, 
we are more interested in how the expressions obtained can 
be improved by introducing complementary information 
about the system, once the basic qualitative behavior of the 
eigenvalues is guaranteed. 

For the system (1) with the potential (34), the condi
tion defining the CET is 

Em (Zo,O) = Em (ZI./m (ZI») = (2m + I)Z ~/2, 

ZIE[O,Zo)' (35) 

According to Eq. (11), the function 1m is represented by the 
following integral equation: 

iZo{ (x2)m } 
Z2 =/, (ZI) = -- ds. 

m z, (x2n )m (s.I .. Cs») 

(36) 

In Sec. II we analyzed the case of bounding the integral (36) 
by its minimum value. To obtain better approximations to it, 
and consequently to the eigenvalues, we propose the follow
ing strategy. 

(i) The expectation values in (10) are approximated 
variationally, using the SYM with a rpm (z,O;X) wave func
tion. 

(ii) These expectation values are then used as approxi
mations to the integrand in Eq. (36). This is achieved by 
determining the optimum z* under a double condition: the 
variational minimum is satisfied and the variational energy 
is made equal to the value of energy defining the CET 
[E(ZI,Z2) = (2m + 1)Z ~/2]. 

(iii) Finally the integral obtained is used to recompute 
approximations to the eigenvalues Em (ZI,Z2)' 

Proceeding as in Sec. II, we compute the variational 
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expectation value of a Hamiltonian describing a generic 
point (s./m (s») on the CET [cf. Eq. (31)]: 

E(S./m (s») = [(2m + 1)/2]ZI/2 

+ [(2m + 1)/2]S/ZI/2 + Cn.m 1m (s)z- n12, 
(37) 

where Cn.m stands for the expectation value {(x2n) m} (I.OP 

computed for the mth eigenstate of H ( 1,0). The first of these 
elements are4 

CI.m = (2m + 1)/2; C2.m = HI + (2m + 1)2}; etc. 
(38) 

The variational condition gives us the optimum z* as a real 
positive root of the equation 

(Z*)1/2 =S/(Z*)1/2 

+ 2nCn.ml m (s)(z*) -nI2/(2m + 1). (39) 

On the other hand, the condition for belonging to the CET 
leads us to the following equality: 

Z ~/2 = s/(z*) 1/2 

+ (n+ I)Cn.ml m(s)(z*)-nI2/(2m+ 1). 
(40) 

Combining Eqs. (39) and (40) we deduce a relationship 
between the variationally optimized parameter z* and the 
parameters Zo and s. This equation (a quadratic equation) 
must be satisfied in order to have a variational approxima
tion to the energy lying on the required CET. A single root of 
the equation verifies the correct properties for the function 
1m (s), and this gives us 

(Z*) 1/2 = [n/(n + 1)]Z ~/2 

X{I + [I - (n2 -1)s/n2Zo]1/2}. (41) 

On the other hand, using Eqs. (18) and ( 19) (and the defini
tion of Cn•m ), we can now approximate the integrand in Eq. 
(36) with the variational wave function: 

{(x2) m/(x2n) m }(s.I .. CS») 

:::::{ (x2)m/(x2n )m}czO.o) 

= [(2m + 1) (z*)Cn- I)/2]12Cn.m, (42) 

where s, Zo, and z* are linked as shown in ( 41). Introducing 
(42) into (36), and using (41), we obtain 

2m + 1 [_n_]n-lz~n_1)/2 
2Cn•m n + I 

iZO{ [ (n2 - I)s ] 112}n - I 
X 1 + 1- 2 ds. 

z, n Zo 
(43) 

Equation (43) is our starting point to deduce a family of 
approximate expressions for the eigenvalues. For a given 
pair (ZI,Z2)' Eq. (43) is an equality from which Zo can be 
obtained, and from it an approximation to the eigenvalues. 

Of course, the solution of Eq. (43) will lead to the SYM 
result. That is, in this case the eigenvalues Em (ZI,Z2) are 
approximated by the function (2m + I)Z ~/2, which coin
cides with the result ofEqs. (31) and (32). We denote this 
approximation to the eigenvalues by UI (ZIoZ2)' 

New expressions for the eigenvalues can be deduced by 
bounding the SYM result from above and below. These ex-
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pressions have the same analytic behavior as the SYM eigen
value, and, as we shall see, may lead to more accurate ap
proximations to the exact result. 

(a) Upper bounds: A bound for the integral in Eq. (43) 
can be obtained as follows: 

iZ.{ [ (n
2

-1)s]1I2In-1 1+ 1- 2 ds 
z, n Zo 

[
n+l]n-I > -n- (ZO-ZI)' (44) 

This result and Eq. (43) imply that the value of Zo computed 
as a root of the equation, 

Z2 = [(2m + 1 )/2Cn,m ]Z ~n - 1)/2(ZO - ZI)' (45) 

will be larger than the corresponding root of Eq. (43) 
(of course, for the same values of n, m, ZI, and Z2)' In 
other words, the approximation to the eigenvalues 
U2(ZI,Z2) = (2m + 1)Z~/2, with Zo obtained from (45), 
satisfies the property 

U2(ZI,Z2»UI(ZHZ2)' (46) 

It is immediate to see that U2(ZI,Z2) is simply the approxi
mation to the eigenvalues we constructed in Sec. II [Eqs. 
(21) and (23)]. As we know, U2(ZI,Z2) possesses the cor
rect analytic structure. However, it also presents a very ap
pealing feature. In the case of the anharmonic oscillators 
UI (ZI,Z2) gives only an upper bound to the energy of the 
ground and first excited states (m = 0,1) for all ZI and Z2' 
For other states, UI (ZI,Z2) crosses the exact eigenvalue for 
some unknown ZI and Z2' On the other hand, we find nu
merically that our approximation U2(ZI,Z2) is an upper 
bound for all m. 

(b) Lower bounds: The following bound holds for the 
integral in Eq. (43) for all quantum numbers: 

L~{ 1 + [1 - (n:;:)s f/2r- 1 
ds 

{ [ 
(n2_I)ZI]I12}n-1 

.;;;; 1 + 1 - 2 (Zo - ZI)' 
n Zo 

(47) 

This result implies that the value of Zo obtained from the 
equation 

Z2 = [(2m + 1 )/2Cn,m 1 [nl(n + l)]n - I 

Xz~n-l)/2(Zo - ZI) 

X {I + [1 - (n2 - 1)Zl ln
2Z o] 1/2}n - I (48) 

will be smaller than the one obtained from Eq. (43). That is, 
the approximation to the eigenvalues U3 (ZI,Z2) 
= (2m + l)Z ~12, with Zo computed from (49), satisfies 
the following inequality: 

U3 (ZI,Z2),;;;;UI (ZI,Z2)' (49) 

A simple analysis ofEq. (48) shows that U3 (ZI,Z2) satisfies 
also the correct scaling law (28), i.e., it possesses the same 
qualitative dependence with Zl and Z2 as the exact eigenval
ues, as well as UI (Zl,Z2) and U2 (ZI,Z2)' It is clear that 
there also exists a large set of reasonable approximations to 
the integral in Eq. (48) that could lead to the same analytical 
result. For instance, replacing the integrand by its mean val
ue would lead to the same scaling law. 
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TABLE I. Approximations to the ground state energy of the anharmonic 
quartic oscillator: H = If + x:2 + ZiJC4. 

10-3 1.000 7489 1.0007492 1.000 7486 1.000 7487 1.000 7487 
10- 1 1.066204 1.067923 1.064 709 1.0653856 1.0652855 
1 1.403323 1.431127 1.383407 1.3927179 1.3923516 
10 2.488624 2.601244 2.413 049 2.4494608 2.449 1741 
1~ 23.32033 24.67564 22.42468 22.861 6419 22.861 6089 

• Z ~12; Zo from Eq. (43) (m = 0) (SVM approximation). 
bZ~; ZofromEq. (45) (m =0) (see also Sec. II). 
c Z~I2; Zo from Eq. (48) (m = 0). 
d Z ~12; Zo from Eqs. (50) and (51) (m = 0). 
e Exact results.3S 

Furthermore, it is easily proved that U3 (ZI,Z2) also 
gives rise to the correct RSPT coefficient up to first order. 
Moreover, we find numerically that U3 (ZI,Z2) satisfies not 
only (50), but it is also a lower bound to the exact eigenval
ues for all quantum numbers and values of the parameters in 
the Hamiltonian. We have not been able to obtain a rigorous 
proof for this last numerical observation. The function 
U3 (ZI,Z2) is an extremely simple lower bound; however, its 
analytical similarity with the exact result makes it attractive 
and useful. 

Tables I and II show, respectively, the numerical results 
obtained for the ground (m = 0) and second excited state 
(m = 2) of the quartic anharmonic oscillator (n = 2) in a 
wide range of Z2 values (ZI = 1). We have chosen m = 0 
and m = 2 to compare two very different situations. In the 
first case the SYM gives an upper bound for the ground state 
energy for all Z2' but it crosses the exact result for some Z2 in 
the case of m = 2. 

For the ground state (Table I) we notice that the lower 
bound U3 (ZI,Z2) is closer to the exact result3s than the vari
ational result. Although the upper bound is distant, it shows 
an interesting feature: both upper and lower bounds have an 
almost constant relative deviation from the exact result for 
Z2 not too small. As shown below, one can take advantage of 
this fact. 

For the second excited state (Table II) the variational 
result shows a fortuitous good agreement with the exact re
sult, even though the deviation from it is not uniform. Once 

TABLE II. Approximations to the energy of second excited state of the 
anharmonic quartic oscillator: H = p2 + x:2 + ZiJC4. 

10-3 

10- 1 

1 
10 
1~ 

5.009 7123 
5.748005 
8.647038 

16.602308 
160.283207 

5.009 722 
5.781986 
8.923591 

17.447390 
169.609 719 

5.009 703 5.009 7117 5.009 7119 
5.721008 5.7476354 5.7479593 
8.456671 8.6542276 8.655 0500 

16.039486 16.6353495 16.6359215 
154.120230 160.685 8479160.685 9126 

·5Z~; Zo from Eq. (43) (m = 2) (SVM approximation). 
b5Z~I2; Zo from Eq. (45) (m = 2) (see also Sec. II). 
c5Z~; Zofrom Eq. (48) (m = 2). 
d5Z~I2;ZofromEqs. (50) and (51) (m =2). 

e Exact results.3s 
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again, the lower bound is closer to the exact eigenvalues than 
the upper bound. It is noteworthy that the relative deviation 
tends to be again somewhat systematic. 

The above numerical results suggest that one can use the 
approximate expressions Uj (ZI,Z2)' i= 1,2,3, as func
tional representations for the eigenvalues in which one could 
introduce information provided by some other sources. This 
has been done previously within a context similar to the 
SVM.4.5.36.37 Here we illustrate briefly how this can be ac
complished considering the function U3(ZI,Z2)' for which 
the numerical results were better, with the limit of the eigen
values in the purely anharmOl).ic regime. 

Let us suppose that the value of Em (0, 1 ) is known for an 
eigenstate of an anharmonic oscillator. We can slightly 
modify Eq. (48) in order to compute a new value of Zo, so 
that the approximation to the eigenvalues obtained from it 
satisfies the following properties: (i) the scaling law is not 
affected; (ii) the first-order RSPT coefficient is predicted 
correctly (this coefficient coincides with Cn•m [cf. Eq. (38) ]) 
and (iii) the correct limit of the eigenvalues in the purely 
anharmonic regime is also predicted properly [in our case, 
this implies that 

(Z2) 2/(2+ N')U3 (0,Z2) =Em (O,l)]. 

A simple way to reach the above goals is to rewrite Eq. 
( 49) as follows: 

k 'Z2 = [(2m + l)/2Cn,m ][nl(n + 1)]n I 

Xz~n-I)/2(Zo - Zl) 

x{l + k [1- (n 2 -l)Zl/n
2Z op/2},,-I. (50) 

The function Zo computed from (50) satisfies the expected 
scaling law with respect to Zl and Z2' This fact guarantees 
that the first requirement above is met. The constants k and 
k ' must then be determined so that the other two conditions 
are satisfied. A simple computation shows that 

(51a) 

k'=Zf2(n+ 1)1 n[(P",m -nPn,m)/(l-P",m)r 1 

(51b) 

where 
P =nE (Ol)(n+l)/(n-l)z-n12(" I) 

n,m m" 1 

X [2C",m(2m + 0"]1/(1-,,). 

After solving Eq. (50) for Zo, we find a new approximation 
to the eigenvalues, U4(ZI,z2) (2m + 1)Z &12. 

We used the results in Ref. 38 for Eo(O,l) and E 2(0,1) 
to compute U4 (ZI,Z2) for the quartic anharmonic oscilla
tor. The corresponding numerical values appear in the fifth 
column of Tables I and II. It is worth noticing that, even 
though we have only introduced as a new feature the correct 
correlation between the spectra of H(0,Z2) and H(ZI'O), 
the accuracy of the approximation is remarkable. In fact, as 
far as we know, it is one of the simplest and most accurate 
expressions available for the eigenvalues of the anharmonic 
oscillators. 

These results are a clear illustration of the way in which 
the CET method can be employed to provide new simple 
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analytical approximations to eigenvalues. It shows that the 
variational condition over a trial function is unnecessary to 
satisfy the HFf - VT differential equation, and the RSPT se
ries up to first order, as long as the function is used to repre
sent approximately the constant energy trajectory. 

It is worth commenting that other non variational tech
niques (such as the JWKB semiclassical method) may lead 
to approximations to the eigenvalues also satisfying an equa
tion similar to (24).17 However, unlike the CET approach, 
they do not mimic so well the exact eigenvalue, because they 
fail at predicting (from construction) the correct coefficient 
at first-order RSPT. 

IV. FURTHER COMMENTS AND CONCLUSIONS 

In this section we shall discuss briefly some problems 
connected to the extension of the method. Some of the prop
erties initially required for the potential in Sec. II can be 
relaxed to apply the CET method in a more general frame
work. However, there are some very strong conditions that 
cannot be removed if one is to apply the method in this pres
ent formulation. These conditions make it necessary to in
troduce appropriate modifications in the procedure in order 
to apply it to some interesting systems. 

Let us suppose for instance that the Hamiltonian of in
terest is given by 

H(ZI,Z2) = -.:l+ZIVI(X) +Z2V2(X) + V3 (x), 
(52) 

where V3 (x) is some function independent from ZI and Z2 
(positive real parameters). Suppose that the Hamiltonians 
H(ZI'O) and H(0,Z2) have discrete spectra for all ZleDl 
and Z2eD2' respectively. In this case condition (iii) (Sec. II) 
for the potential is no longer a necessary condition to con
nect both spectra. However, it can be replaced by the follow
ingone: 

min min[Z2V2(x) + V3 (x)] 
Z,eD, {x} 

<max max[ZIVI(x) + V3 (x)]. 
Z,eD, {x} 

(53) 

Inequality (53) is a necessary condition, even though a not 
very strong one. With this small extension the CET method 
can be applied paralleling the derivation in previous sec
tions. The model (52) includes some systems of interest as 
the electronic Hamiltonian (in the Bom-Oppenheimer ap
proximation) for many-electron diatomic molecules. In this 
case, V3 (x) represents the electron-electron repulsion term. 
These problems have been discussed in a more restricted 
framework in Refs. 22 and 23. 

Another case of interest is given by the family of Hamil
tonians containing two different classes of parameters. For 
instance, consider the case of H(ZI,Z2) given by 

H(ZI,Z2) = -.:l + ZI VI (x) + Z2V2(x;r) + V3 (x), 
(54) 

containing a linear dependence on Z I and Z2' and a nonlin
ear dependence in a set of parameters r. For these problems it 
is sometimes more interesting to describe the behavior of the 
eigenvalues as functions of r, for fixed values of ZI and Z2' 
The constant energy trajectories should be here studied as 
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functions of r; for a given pair (ZI,Z2) there can exist, in 
general, infinitely many CET's connecting the spectra of 
H(ZI'O) andH(O,z2)' Some results concerning the proper
ties of these particular CET's are present in previous refer
ences.21-23 

We notice here that there exist certain systems depend
ing on two parameters, as in ( 1 ), for which the CET method 
cannot be applied in the present formulation. For example, if 
condition (iii) (Sec. II) is not fulfilled [i.e., 
sgn( VI (x) ) ¥= sgn( V2 (x) ) ], then the two limiting spectra can
not be joined by a CET. Examples of problems with these 
characteristics include the Zeeman effect on hydrogen (with 
a uniform static magnetic field)39 and the "quarkonium" 
model potentia1.4O-42 In the first case the relevant part of the 
first Hamiltonian is given by 

VI (x) = - 1I11xll, V2(x) = (x~ + x~), 
x = (X I,x2,x3)' (55) 

when the field is aligned in the X3 direction, whereas in the 
last case we have the same VI (x), but 

V2 (x) = IIxlln, n;;'O. 

Nevertheless, it is still possible to define CET's for these 
systems, if the condition to have a bounded curve 
[f(ZI)<Z~, forZI<Zo] is removed. Inthiscase,Eqs. (6) 
will no longer be valid. These generalized unbounded CET's 
can be used again to provide some elementary bounds for the 
eigenvalues. This problem will be discussed elsewhere in a 
forthcoming paper. 
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Helicity eigenstates of a relativistic spin-O and spin-l constituent bound 
by minimal electrodynamics: Zero orbital angular momentum, zero 
four-momentum solutions 
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Zero four-momentum, helicity eigenstates of the Bethe--Salpeter equation are found for a 
composite system consisting of a charged, spin-O constituent and a charged, spin-! constituent 
bound by minimal electrodynamics. The form of the Bethe--Salpeter equation used to describe 
the bound state includes the contributions from both single photon exchange (ladder 
approximation) and the "seagull" diagram. Attention is restricted to zero orbital angular 
momentum states since these appear to be the most interesting physically. 

I. INTRODUCTION 

Experimentally the electron-muon mass ratio is numeri
cally approximately two-thirds of the electromagnetic fine 
structure constant. If this is not a coincidence, and charged 
leptons are composite, electromagnetism must play an im
portant role in binding the constituents. Weare therefore 
motivated to consider two or possibly three constituents 
bound by electrodynamics. 

As a first step toward determining the consequences of 
such a model, a bound state consisting of a charged particle 
orbiting a stationary (infinitely massive) charged, magnetic 
dipole was studied in two space dimensions using the Schro
dinger equation. I Three encourgaging results were obtained: 
( I ) A bound state with orbital angular momentum I = 0 can 
occur that has a radius smaller than the present experimen
tal limit for the electron. (2) No strongly bound (low mass) 
states occur except for orbital angular momentum I = O. 
Thus if one ofthe constitutents has spin-O and the other has 
spin-!, all low-lying bound states would have spin-~ as re
quired by the charged lepton mass spectrum. But since an 
electromagnetic transition between two I = 0 states is a for
bidden transition,2 a third encouraging result follows. (3) 
The model provides a natural explanation for the absence of 
the decay f.L - e + y. Because of the results of this prelimi
nary calculation, attention was restricted to a two-body 
model of charged leptons consisting of a charged, spin-O bo
son and a charged, spin-~ fermion interacting electromagne
tically. 

A second preliminary calculation3 was performed using 
the Klein-Gordon equation to describe the constituent bo
son moving in two space dimensions under the influence of 
the electromagnetic field of an infinitely massive fermion. 
Although the "sizes" of bound states were not determined, 
the absence of strongly bound states except for I = 0 re
mained. An important new result was the qualitative behav
ior of the energy spectrum. (4) The energy gaps between 
successively higher bound states can increase in size. This 
very unusual bound-state pattern is qualitatively similar to 
the charged lepton mass spectrum. However, because the 
Klein-Gordon equation was used, the rate of increase be
tween the energies of successive bound states is larger than 

that ofthe observed mass spectrum. On the other hand, had 
the Dirac equation been employed, the gaps between succes
sive bound-state energy levels would have decreased. By 
treating the spin-O and spin-! constituents symmetrically in a 
fully relativistic calculation, it may be possible to obtain en
ergy gaps that agree with the experimental mass spectrum of 
charged leptons. 

If the muon and tau are excited states of the electron, 
then the constituents must be described relativistically. Only 
then would it be possible to obtain mass (energy) gaps be
tween successive states that are large compared with the 
mass (energy) of the most tightly bound state. Also, the 
small upper limit on the electron's "radius" suggests relativ
istic binding. 

Both of the preliminary calculations just described were 
performed in two space dimensions in order that the equa
tions could be separated. Also, the first calculation was non
relativistic while the second was only partially relativistic, so 
none of the results obtained are rigorously established in 
four-dimensional space-time and are only suggestive. Never
theless, the preliminary results indicate it might be worth
while to consider a charged, spin-O and a charged, spin-! 
constituent interacting relativistically via minimal electro
dynamics using a relativistic equation such as the Bethe-
Salpeter equation. 

Constructing the "exact" Bethe--Salpeter equation re
quires considering all Feynman diagrams and is, of course, 
impossible from a practical standpoint. Usually only single 
exchange of the binding quanta is considered (ladder ap
proximation). If the contributions of higher-order diagrams 
to the bound states are small, then the ladder approximation 
is acceptable physically. Two additional mathematical ap
proximations, which are not necessarily justified physically, 
are commonly made to make the equation easier to solve 
analytically. (1) The masses of the constituents are assumed 
to be equal. (2) The four-momentum of the bound state is 
taken to equal zero. 

Making the above two mathematically motivated ap
proximations, the Bethe--Salpeter equation was solved in the 
ladder approximation for bound states of a minimally inter
acting charged, spin-O constituent and a charged, spin-! con
stituent.4 Since the four-momentum is zero, the Bethe--Sal
peter equation becomes an eigenvalue equation for the 
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coupling constant instead of energy, and the spectrum of the 
coupling constant was found to be discrete. The solution was 
obtained by analytically continuing Minkowski space into 
Euclidean space,s projecting four-dimensional Euclidean 
space onto the surface of a five-dimensional sphere,6-8 as
suming the solution is an infinite sum ofhyperspherical har
monics, and integrating the resultant integral using Hecke's 
theorem.9 

For the system being considered, the ladder approxima
tion may be unsatisfactory for very tightly bound states. To 
understand intuitively why, recall that when the Klein-Gor
don equation is used to describe the minimal electromagnet
ic interaction of a spin-O constituent, the following substitu
tion is made: (i al')2-> (i all. - qA /"')2. In the Bethe
Salpeter equation, the above linear term in A I' corresponds 
to single photon exchange (ladder approximation) and the 
quadratic term A I' A I' corresponds to the seagull diagram. In 
the presence of a charged, magnetic dipole, for partially rela
tivistic calculations A 0 is the Coulomb potential and is pro
portional to 1Ir while A is the magnetic potential resulting 
from the dipole and is proportional to 1Ir. Therefore at 
small distances the seagull term makes a contribution pro
portional to 1Ir4 and is especially important. If the radius of 
the most tightly bound states is sufficiently small then, at 
least in the partially relativistic calculation, the seagull term 
cannot be neglected. 

There is a second indication that the seagull term must 
be included. When the Klein-Gordon equation was used to 
describe the constituent boson moving in two space dimen
sions under the influence of the electromagnetic field of an 
infinitely massive fermion,3 if the quadratic term AI'A I' had 
been neglected, the energy gaps between successively higher 
bound states would have decreased. The quadratic term 
AI'A I' is responsible for the unusual energy spectrum in 
which the energy gaps increase between successively higher
bound states. If solutions to the Bethe-Salpeter equation 
with this unusual energy spectrum exist, it is likely that the 
seagull term is responsible. 

From the partially relativistic calculation, we are thus 
motivated to include the seagull contribution to the Bethe
Salpeter equation, but not necessarily contributions from 
other higher-order diagrams. Because of the behavior of the 
seagull contribution at small distances, it can be important 
for tightly bound states even though it is a second-order dia
gram. However it is unlikely that other higher-order dia
grams would make such a significant contribution. 

If charged leptons are composite, the most likely candi
dates are I = 0 bound states. In addition to providing a natu
ral explanation for the absence of the decay 1"-> e + y, I = 0 
states are generally more tightly bound. Recall that when the 
Schr6dinger equation is separated in the presence of a 
spherically symmetric potential, in the radial equation there 
is an effective repulsive potential proportional to l(l + I)!r 
caused by an effective centrifugal force. When I = 0, the ef
fective potential and effective centrifugal force vanish, and 
the bound state is more tightly bound. This same general 
effect is to be expected in relativisitic calculations. 

For isolated systems, total angular momentum is a good 
quantum number, but orbital angular momentum usually is 
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not. For example, when the Dirac equation is used to de
scribe an electron with total angular momentum j bound by 
a Coulomb potential, two values of orbital angular momen
tum contribute to each solution, 11 = j + ! and 12 = j - !. 
For many types of interactions, no bound orbital angular 
momentum eignestates with 1= 0 exist. However, because 
of the specific form of the minimal electrodynamics interac
tion, if bound states with zero four-momentum are assumed 
to exist that are eigenstates of orbital angular momentum 
with I = 0, it is possible to separate the equation as shown in 
Sec. III. But this separation is possible only if the constituent 
fermion is massless. 

No massless, charged fermions exist as free entities, so if 
the constituent fermion is required to be massless in a finite
energy (realistic) calculation, it must either be bound very 
tightly or be confined. If, in addition to electrodynamics, a 
confining force ( s) exists, it could playa negligible role in the 
energy (mass) spectrum of the bound states provided the 
confining force ( s) is negligible in comparison to the electro
dynamic forces at distances comparable to the "radii" of the 
bound states. 

If the constituent fermion is massless, the Bethe-Sal
peter equation has the property that each term anticom
mutes with Ys. Multiplying by the helicity projection opera
tor ~(I - Ys) or ~(I + ys), the Bethe-Salpeter equation 
becomes a two-component equation for left-handed or right
handed helicity eigenstates, respectively. For 1= 0, the two
component equations are solved in the zero four-momentum 
limit. In Sec. IV the ladder approximation is employed and 
four left-handed helicity eigenstates are found. In Sec. V the 
seagull contribution is included and five left-handed helicity 
eigenstates are found. For every left-handed solution there 
is, of course, a corresponding right-handed solution. In the 
zero four-momentum limit, the Bethe-Salpeter equation be
comes an eigenvalue equation for the coupling constant and, 
for all these solutions, the eigenvalue spectrum of the cou
pling constant is continuous. 

It is certainly speculative to view the charged leptons as 
being composite. But if the charged leptons are composite, 
the neutrinos may also be. It is remarkable that when the 
constituent fermion is massless, the four-component Bethe
Salpeter equation can be split into a two-component equa
tion for left-handed helicity eigenstates and a two-compo
nent equation for right-handed helicity eigenstates. (For 
most interactions each two-component equation would in
volve both left- and right-handed helicity eigenstates.) 

If a neutrino is both massless and composite, solving the 
bound-state equation determines the eigenvalue spectrum of 
some combination of the constituent mass(es) and coupling 
constant (s). If the eigenvalue spectrum is discrete, then a 
constraint would exist among the constituent masses and 
coupling constants. However, if the eigenvalue spectrum is 
continuous, as it is for the zero four-momentum solutions 
found here, then no such constraint would exist. 

II. BETHE-SALPETER EQUATION INCLUDING BOTH 
SINGLE PHOTON EXCHANGE AND THE SEAGULL 
CONTRIBUTION 

We consider a spin-O field t/J (x) that describes a particle 
with charge Q and mass M, interacting via minimal electro-
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dynamics with a spino! field t/J(x) that describes a particle 
with charge q and mass m. The (renormalizable) Lagran
gian is 

L = : [(i aJl. - QA Jl.)¢J] [ ( - i aJl. - QAJl. )¢Jt] - M2¢Jt¢J 

+ 'hJl. (i aJl. - qA Jl.)t/J - m# - !FJl."FJl.":, (2.1) 

whereFJl.v =a"AJl. -aJl.A". 
The two-particle, Bethe-Salpeter wave function 

XK,a (Xt,x2) is defined by 

XK,a(Xt,x2) = (0ITt/J(x t )¢J(x2)IK,a). (2.2) 

InEq. (2.2) the symbol Trepresents time ordering, thesym
bol K labels the four-momentum KJl. of the bound state, and 
a labels any other quantum numbers necessary to specify the 
state. The relative coordinates xl" are defined by 

xl" = xt - xi , 
and the center-of-mass coordinates X Jl. by 

XJl. = sxt + (1 - s)xi, 

(2.3) 

(2.4) 

where S is a constant. The dependence of X K,a (x t,x2) on the 
center-of-mass coordinates factors with the result that 
XK,a (X t,X2) can be written as 

-3/2 -iX"K" XK,a (Xt,x2) = (217') e XK,a (x), (2.5) 

where XK,a (x) is given by 

XK,a(X) = (217')3/2(0ITt/J[(1-s)x]¢J( -sx)IK,a). (2.6) 

Following standard procedures tO and including the con
tributions from both single photon exchange (ladder ap
proximation) and the seagull diagram, the Bethe-Salpeter 
equation is 11 

(rJl.pJl. + srJl.KJl. - m){ - [p" - (1 - s)K"] 

X [p" - (1- s)K,,] + M 2}XK,a (p) 

. fOD d
4
q 1 = - zqQ -----.".---

_ OD (217')4 (p - q)2 + iE 

xrJl.[pJl. + qJl. - 2(1 - s)KJl. ]XK,a (q) - 4(Qq)2 

X __ Jl. fOD d4q 2m - rJl.q I 

_ OD (217')4 q2 - m2 + iE (p + SK _ q)2 + iE 

fOD d4k I 
X _ 00 (217')4 (k + SK _ q)2 + iE XK,a (k). (2.7) 

In the above equation, XK,a (P) is the Fourier transform of 
XK,a (x), 

(P) 1 fOD d 4 ip·x () XK,a = --2 X e XK,a X . 
(217') - OD 

(2.8) 

The terms proportional toqQ and (qQ)2 in (2.7) are, respec
tively, the contributions from single photon exchange and 
the seagull diagram. 

We now set KJl. = 0 thereby restricting attention to th.e 
zero four-momentum limit. To put (2.7) into a form that is 
more readily solved, we use the analytic properties of the 
bound-state wave function X and analytically continue the 
equation into four-dimensional Euclidean space.5 We begin 
by recalling that in the term from single photon exchange, it 
is possible to rotate the qo path of integration 90· counter
clockwise in the complex qo plane to the straight line from 
- i 00 to i 00 if Po is first rotated 90· counterclockwise in the 
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complex Po plane by making the substitution PO-+ZPO.5 To 
verify that it is possible to analytically continue the seagull 
contribution into Euclidean space, we first note that the sin
gularities in the integrand of the dko integral are identical to 
those in the single photon exchange term if we make the 
substitutions p -+q, q -+ k in the latter term. Thus in the con
tribution from the seagull diagram, it is possible to rotate the 
ko path of integration to the straight line from - i 00 to i 00 if 
qo can be rotated 90· counterclockwise in the complex qo 
plane. But in the seagull contribution, the singularities in the 
integrand of the dqo integral are the same as these in the 
single photon exchange term except for two additional poles 
from the term (q2 - m2 )-t. As can be easily checked, the 
two new poles do not interfere with the rotation of the qo 
path ofintegration. Since the integral over d 4k yields an ana
lytic function in q, in the seagull contribution it is possible to 
rotate the qo path of integration to the straight line from 
- i 00 to i 00 if Po is first rotated 90· counterclockwise in the 

complex Po plane by making the substitution Po -+ ipo' Rotat
ing Po and changing the paths of integration as indicated 
above, in the zero four-momentum limit, the Bethe-Salpeter 
equation takes the following Euclidean form: 

(y.p + m) (p'P + M2)Xa (P) 

= -~foo d4q 1 
(217')4 _ OD (p - q)' (p - q) 

X [y. (p + q) ]Xa (q) 

+ 4q2Q2 fOD d 4q 2m + Y·q I 
(217')8 -OD q·q+m2 (p-q)'(p-q) 

X d 4k Xa (k). fOD 1 

- 00 (q - k)' (q - k) 
(2.9) 

In the above equation X a (p) '=X K = O,a (ipo,p), the Euclidean 
scalar product P'p=.popo + p.p, and y'P=.YOpo + rio The 
matrix yo =. - iyD where the matrices r Jl. are those of 
Ref. 11. 

III. SEPARABILITY OF THE BETHE-SALPETER 
EQUATION IN THE LADDER APPROXIMATION 
ASSUMING THE EXISTENCE OF ZERO ORBITAL 
ANGULAR MOMENTUM, ZERO FOUR-MOMENTUM 
EIGENSOLUTIONS 

In this section we assume the existence of zero orbital 
angular momentum, zero four-momentum eigensolutions, 
and then determine the conditions under which the Bethe
Salpeter equation separates. We find that separation occurs 
only if the spino! constituent is massless. Furthermore, even 
when the constituent fermion is massless, of all a priori possi
ble 1= 0 eigenstates, only a subset separate. Here, for simpli
city, we consider the Bethe-Salpeter equation in the ladder 
approximation. In Sec. V we include the seagull term and 
verify that the equation also separates there when the wave 
function is assumed to have the form determined here. 

Since we will eventually set the constituent fermion 
mass m = 0, it is convenient to write the four-component 
equation (2.9) as two, two-component equations. To ac
complish this we write 
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define 

X(±) =Xu ±Xd' 

and note that 

(3.1 ) 

(3.2) 

(
Xu) (x(±») 

(1±Ys)X==(1±ys) Xd = ±X(±)' (3.3) 

Multiplying (2.9) by (1 + Ys) and recalling that Ys anti
commutes with rl', 
- ( X( ± )(p) ) 
y"p(p-p+M

2
) ±X(±)(P) 

( 
X('f)(p) ) 

+m(p'p+M2) +X('f)(p) 

= -~foo d 4q r'(p+q) 
(217")4 _ 00 (p - q)' (p - q) 

( 
X( ± )(q) ) 

X ±X( ± )(q) . (3.4) 

As mentioned previously, for simplicity the contribution 
from the seagull term is being omitted. Writing the four
component gamma matrices in terms of the Pauli sigma ma
trices d, (3.4) can be rewritten as the two-component equa
tion 

( - ipo ± uop)(p-p +M2)X( ± )(p) 

+ m(p-p + M 2 )X('f)(p) 

= -~foo d4q 1 
(217")4 _ 00 (p - q)' (p - q) 

X [ - i(po + qO) ± u o(p + q) ]X( ± )(q). (3.5) 

To proceed we introduce polar coordinates 

pO = !Plcos (}2' p3 = !PI sin (}2 cos (}3' 
(3.6) 

pi = !Plsin (}2 sin (}3 cos rjJ, p2 = !Plsin (}2 sin (}3 sin rjJ, 

with corresponding expressions for the components of qI' in 
terms of primed angles. Then 

d 4q = Iql3 sin2 
() i sin (}:1 d Iqld() i d(}:1 drjJ' 

== Iql3d Iqld!l(3)' (3.7) 

!PI (!P1 2 + M2)2j< ± ) (!PI) 

Defining the four-dimensional unit vectors by 

U(4) == (cos (}2' sin (}2 cos (}3' sin (}2 sin (}3 cos rjJ, 

sin (}2 sin (}3 sin rjJ ), (3.Sa) 

V(4) = (cos(}i sin(}i cos(}i, sin(}i sin(}:1 cosrjJ', 

sin(}i sin(}:1 sinrjJ'), (3.Sb) 

we find 

(p - q)' (p - q) = !P12 + Iql2 - 2!Pllqlcos 0(4)' (3.Sc) 

where 0(4) is the angle between U(4) and V(4)' 
The possible angular dependence of the four-component 

spinor X a is known.4 From the general results [see Ref. 4, 
Eq. (3.14)], it follows immediately that the most general 
form of a two-component spinor X ± that is an eigenstate of 
orbital angular momentum I = ° is 

X( ± ) (p) = 2j< ± ) (!PI)P ~~ «(}2)rjJJ~ (12,m «(}3,rjJ), 

n = 0,1,2, .. ,. (3.9) 

In the above equation j< ± ) ( !P I) is an undetermined func
tion of !P I, the factor of 2 is arbitrarily included for later 
convenience, and P ~~: is defined in Ref. 4 [Eq. (AS)]. The 
two-component spinors rjJMi ) have the indicated eigenvalues 
and are given below, 

rjJ!;; ) «(}3,rjJ) = [~ (j + m)/2j Yj_"""iX
2
«(}3,rjJ)]. 

}, ~(j - m)/2j Y;'-~X2«(}3,rjJ)' 

j = 1+1/2; 1= 0,1,2, ... , (3.lOa) 

rjJl;;. ) «(}3,rjJ ) 

[ 
~(j + 1 - m)/2(j + 1) 

= -~(j+ 1 +m)/2(j+ 1) 

j = I - 1/2; 1= 1,2, .... 

Yfr """i)? «(}3,rjJ )]. 

Y m + 1I2«(} A.) , 
j + 1/2 3>'f' 

(3.lOb) 

The rjJJ,~) can be transformed into each other using the rela
tionship 

rjJJ,~)«(}3,rjJ) = (uop/lpl)rjJj~!)«(}3,rjJ)· (3.11) 

In (3.10), the Yj«(}3,rjJ) are spherical harmonics. Using 
(3.6)-(3.11), (3.5) becomes 

X [ - i cos (}2 P ~~J «(}2)rjJ\A~ «(}3,rjJ) ± sin (}2 P ~~JrjJ\i2.~ «(}3,rjJ)] + m (!P1 2 + M2)2j< 'f) (!PI)P ~~J «(}2)rjJ\A~ .«(}3,rjJ) 

= -~ ( - ipo ± u op) J d Iqld!l(3) Iql3 2j< ±)( Iql)P ~~J«(} i )rjJ\A~ «() :1,rjJ') 
(217")4 !P12 + Iql2 - 2!Pllqlcos 0(4) 

qQ J d Iqld!l(3) Iql4 
(217")4 !P12 + Iql2 - 2!Pllqlcos 0(4) 

X 2j< ± ) (Iql) [ - i cos () iP ~~J «() i )rjJ\/t~ «(}:1 ,rjJ') ± sin () iP ~~J «() i )rjJ\/2,~ «(}:1 ,rjJ') ]. (3.12) 

Now from Ref. 4 [Eq. (A23)], for n> 1, 

cos () P ~~6 «(}) = [1/(2n + s) 1[ (n + l)P ~s~ 1,0 «()) + (n + s - 1)P ~s~ 1,0 «(})]. (3.13 ) 

To determine the relationship for n = 0, we first note from the definition of P ~~: that 
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PtJ({i) = 1, P\~J(O) =scosO, 

implying 

COSOP6~J(0) = (lIs)Pl~J(O). 

(3.14 ) 

(3.15 ) 

With the conventionP ~~; = 0 ifp < r, (3.13) includes (3.15) as a special case and is therefore valid for all n = 0,1,2, .... From 
Ref. 4 [Eq. (A24)], for n>2, 

sin 0 P ~~6 (0) = [lI(2n + s)][P ~s~ I,1 (0) - P ~s~ 1,1 (0)]. 

To determine the relationship for n = 0 and 1, we use the definition of P ~~; and calculate 

P l~l (0) = s sin 0, P tl (0) = s(s + 2)sin 0 cos O. 

Then employing (3.14) and (3.17), 

sinOP6~J(0) = (1/s)P\~l(O), 

sinOPl~J(O) = [lI(s+2)]Ptl(0). 

(3.16) 

( 3.17) 

(3.18a) 

(3.18b) 

Here, and in all subsequent equations, we adopt the convention P ~~; = 0 if p < r. Then (3.16) includes (3.18) as special cases 
and is therefore valid for all n = 0,1,2, .... The identities (3.13) and (3.16) allow (3.12) to be written in the form 

Ipi (1P12 + M2)f( ±)( IPI) [ - i( P ~2~ 1,0 (02) + P ~2~ 1,0 (02)1 rp\/i,l.. (03'rp) 

± [lI(n + 1)]( P ~2~ 1,1 (02) - P ~22 1,1 (02) I rpliil.. (03'rp)] + 2m (1P1 2 + M 2)J<:f) (IPI)P ~~d (02)rp\/1,l.. (03'rp) 

= _....!l!l.... ( _ ino ± (1' .p) f d Iqldl1(3) Iql3 21'( ± ) (lql)P (2) (0' )j.( +) (0' .1./) 
(217')4 or 1P12 + Iql2 _ 21P1lqlcos 0(4) " n,O 2 'f'1/2,m 3''1' 

-....!l!l....f dlqldl1(3)lqI4 f(±)(lql)[ _i(P(2) (0') +p(2) (0')1.1.(+)(0' .1. /) 
(217')4 1P12 + Iql2 _ 21P1lqlcos 0(4) n+ 1,0 2 n-I,O 2 'I' 3''1' 

± [lI(n + 1)]( P ~2~ l,tCO n - P ~22 I,1 (0 i) lrpl/2,l.. (0 3 ,rp')]. (3.19 ) 

The two integrals over dl1(3) can be performed using Hecke's theorem.9 Adopting the notation of Ref. 4, Appendix A, the 
above equation takes the form 

IPI (1P1 2 + M 2)J< ±) (IPI) [ - i( P ~2~ 1,0 (02) + P ~22 1,0 (02) lrplitl.. (03'rp) 

± [lI(n + 1)]( P ~2~ 1,1 (02) - P ~22 1,1 (02) lrpl/2,l.. (03'rp)] + 2m( 1P12 + M2)f(:f) (IPI)P ~~d (02)rpl/1,l.. (03'rp) 

= - [qQ /(217')4] IPI [ - i( P ~2ll,O (02) + P ~22 1,0 (02) lrpl/l,l.. (03'rp) ± [lI(n + 1)]( P ~2~ 1,1 (02) 

-p~22I,tC(2»rp\/2,l..(03'rp)] f dlqllqI3f(±)(lql)An(IPI,lql) 

- (1;)4 [ - i P ~2~ 1,0 (02)rp( + ) (03'rp ) ± n ~ 1 P ~2~ l,tC ( 2)rpliil.. (03'rp) ] f d Iqllql4j( ±)( Iql )An + I (1P1,lqi) 

- (1;)4 [ - iP ~22 1,0 (02)rp( + ) (03'rp ) =F n ~ 1 P ~22 1,1 (02)rpl/2,l.. (03'rp) ] f d Iqllql4j( ±)( Iql )An - I (1P1,lqi), 

where 

A IPII I _~JI dx 
n ( , q ) - n + 1 _ I 1P12 + Iql2 - 21P1lqlx 

X~C!(x). (3.21 ) 

In obtaining (3.20), after evaluating the first integral in 
(3.19), identities (3.13) and (3.16) were used. In (3.21), 
C! (x) is a Gegenbauer polynomial. The integral in (3.21) 
can be performed with the aid of a table of integralsl2 yield
ing 

- i(21T) 312 (t 2 - 1)1/4 1/2 

An(IPI,lql)= n+l IPllql Qn+I12(t), 
(3.22) 

where t = (1P1 2 + IqI2)/21P1Iql and Q !/~ 1/2 is an associat-

132 J. Math. Phys., Vol. 29, No.1, January 1988 

(3.20) 

ed Legendre function of the second kind. 
The hyperspherical harmonics are linearly independent 

so the coefficient of P~~d(02)rplitl.. (03'rp) in (3.20) must 
vanish yielding 

(3.23 ) 

Since the above equation must be satisfied for all IP I, the 
fermion mass m must equal zero if solutions of the form 
(3.9) exist. But even if m = 0, the angular dependence does 
not necessarily separate because, from (3.22), 
An_ tC Ipl,lql) #An + tC 1P1,lql)· However, recalling the 
convention P ~~; = 0 if p < r, if the fermion mass m = 0 and 
the index n = 0, then the angular dependence of the solu
tions in (3.20) does separate. Ifwe had included the seagull 
term, we would have arrived at the same conclusions, but the 
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calculation is more involved. Thus when we solve the Bethe
Salpeter equation in the ladder approximation or when the 
seagull contribution is also included, we require the constitu
ent fermion mass m = 0 and seek I = 0 eigenstates of the 
form 

X( ±)(!PI) = 2j< ± )(!PI)PgJ (02)t,bJ~ {12,m (03't,b)· (3.24) 

IV. ZERO ORBITAL ANGULAR MOMENTUM, ZERO 
FOUR-MOMENTUM HELICITY EIGENSTATES OF THE 
BETHE-5ALPETER EQUATION IN THE LADDER 
APPROXIMATION 

To solve the Bethe-Salpeter equation, we use the meth
od of Fock6-8 and project four-dimensional momentum 
space onto the surface of a five-dimensional hypersphere 
with the transformation 

(4.1 ) 

The factor 2 is included in the above formula because the 
range of 01 on a hypersphere must be 0..;;01,,;; 1T so as 01 varies 
over this range, !P I varies from 0 to 00 as required. Defining 
the four-vector q in analogy with (3.6) and (4.1) except that 
the angles are denoted by primes, 

d 4q= [M4/16cos8(0;/2)] sin3 0; sin20~ sinO; 

XdO; dO~ dO; dt,b', 

== [M 4/16 cos8 (0 ;/2) ]dO(4)' 

( 4.2a) 

(4.2b) 

The components of the unit vector u(S) in five dimensions 
are 

u(S) = (cos Ol,sin 01 cos O2, 

sin 01 sin O2 cos 03, sin 01 sin O2 sin 03 cos t,b, 

(4.3) 

Using a corresponding expression for the unit vector v(5) in 
terms of primed angles, it is straightforward to show that 

(p-q)'(p-q) 

= [M 2/cos2(01/2)cos2(0;12)B(1-cos0). (4.4) 

In (4.4), 0 is the angle between the unit vectors u (5) and 
V(5)' Setting m = 0 and using (4.2) and (4.4), (3.5) be
comes 

( - ipo ± di)M 2(l + tan2(01/2»)X( ± )(p) 

- _~ {( -i O±d i) IdO' M4 
- (21T)4 rp P (4) 16cos8(0;/2) 

X2COS2(01/2)COS2(0;/2) (±) IdO' 
M2( 1 _ cos 0) X (q) + (4) 

M4 2cos2(01/2)cos2(0;/2) 
X--------------~~----~--

16 cos8 (0; 12) M2(1 - cos 0) 

X ( - iqo ± dqi)X( ± )(q)}. (4.5) 

We seek I = 0 solutions of the form (3.24). To simplify the 
above equation we note that 
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( - ipo ± di)x( ± )(p) 

=f( ±)(!PI> [ - i!Plcos O2 2P~~J(02)t,b\/t~ (03't,b) 

± !Plsin O2 2P ~~J(02)t,b\/2,!.. (03't,b)]. (4.6) 

With the aid of (3.15) and (3 .18a), the above equation be
comes 

( - ipo ± di)x( ± )(P) 

=f( ± )(!PI)!PI [ - iP\~J(02)t,b\it~ (03't,b) 

± P\~{(02)t,b\/2.~ (03't,b)]· 

Defining 

!PO (02,03't,b ) ==P ~~J (02)t,b\it~ (03't,b), 

!p\ ± ) (02,03't,b) == - iP m (02)t,b\it~ (03't,b) 

± P \~{ (02 )t,b\/2,~ (03't,b), 

( 4. 7) becomes 

(4.7) 

(4.8a) 

(4.8b) 

(-ipo±di)!Po(02,03't,b) = (!P1/2)!p\±)(02,03't,b). 
(4.9) 

With the above results, (4.5) takes the form 

M3 sin(01/2) f(±)(!PI)J,(±)(O O..l.) 
COS3(01/2) Y'I 2' 3Y' 

= _ ~ M2 cos2 01[2( _ ipO ± dpi) 
(21T)4 8 2 

xI dO(4) cos
2
(0;/2) f(±)(lql) 

1 - cos 0 cos8 (0; 12) 

.i, Ll' Ll' ..l.' J dO(4) cos
2
(0;/2) 

XY'O(U2,u3'Y') + M 
l-cos0 cos8(0;/2) 

xtan(O; 12)f( ±)( Iql )!p\ ± )(0 i,O ;,t,b') ]. 

(4.10) 

The functionj< ± ) ( !P I) is assumed to be of the form 

f(±)(!PI) = ~ (2n+2v+3),I'(±)p(3) (0) 
8(Ll/2) k 'J n n+v,O I' cos UI n=O 

V = 0,1,2, ... , (4.11) 

where the f~ ± ) are constants and the factor of 2n + 2v + 3 
has been included for computational convenience. Substitut
ing (4.11) into (4.10), the Bethe-Salpeter equation in the 
ladder approximation becomes 

M3 sin!!! coss 01 
2 2 
00 

X L (2n+2v+3)f~±)P~3~v,O(01)!P\±)(02,03't,b) 
n=O 

(4.12) 

where 

O .. 2 01 J dO'(4) 2 0 ; II = (-ip ±dp')cos - 2cos --
2 1-cos0 2 

X i (2n + 2v + 3)f~ ±) P ~3~v,O (0; )!Po(O ~,O ;,t,b'), 
n=O 

(4.13) 

and 
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12 = M COS2 --2. (4) sin _I COS-I () f dO' ()' ()' 

21-cos0 2 2 

00 

X L (2n + 2v + 3)f~± > p~3~v,O «();) 

The left-hand side (1hs) of (4.12) and the integrals II and 12 
will now be evaluated one at a time with v = O. The v = 1 
solution can be obtained from the v = 0 solution simply by 
settingf~ ±) = O. The v = 2,3, ... solutions can be obtained 
from the v = 0 solution in a similar fashion. 

n=O 

X 'f\ ± ) ( () i ,() i ,¢/ ) . 

Using the trigonometric identities [sin«(} /2)] [cos«(} / 
2)] = !sin () and cos2 «(} /2) = (!)( 1 + cos (}) as well as 

( 4.14) identities in the Appendix of Ref. 4, 

1hsof(4.12) 

=M
3 i: { (n-2)(n-1) f~~~+2(n-1) f~~i 

8 n=1 (2n-1)(2n+1) 2n+1 

+[1- (n-1)(n-2) + (n-1)(n+3) + n(n+4) ]p±>+ 6(2n+3) P±) 
(2n-1)(2n+1) (2n+l)(2n+3) (2n+3)(2n+5) n-I (2n+l)(2n+5) n 

-[1+ (n-1)(n+3) + n(n+4) _ (n+4)(n+5) ]f(±) 
(2n + 1)(2n + 3) (2n + 3)(2n + 5) (2n + 5)(2n + 7) n+ I 

_ 2(n + 4) f( ±) _ (n + 4)(n + 5) f( ± > }p(3)«(} ).i.( ± >«() () A.) 
2n + 5 n+2 (2n + 5)(2n + 7) n+3 n,1 I 'f'1 2' 3''f' . 

(4.15 ) 

In deriving the above equation, the identities in the Appendix of Ref. 4 were only used whenp>r for allP ~~; appearing in the 
identity. If one of the P ~~; did not satisfy this condition, then the explicit expressions for the P ~~; of interest were used to 
simplify (4.15). 

To evaluate the integral II we set v = 0 and use 2 cos2 «(}; /2) = (1 + cos (); ) yielding 

() f dO' 00 -I = ( - ip0 + di)cos2 --2. (4) (1 + cos(}') L (2n + 3)p ±) P(3)((}')1/I «()' ()' t/J'). I - 2 1 _ cos 0 I n = 0 n n,O I 0 2 , 3 , 
(4.16) 

From (3.13) 

O .. 2 (}I f dO(4) II = ( - ip ± a'p')cos -
2 l-cos0 

X Lto (2n + 3)f~ ±) P ~~J«(}; ) + nt/~ ± > [ (n + 2)P ~3~ 1,0 «(); ) + (n + 1)P ~3~ 1,0 «(); )] }'fo«(} i,(} i ,t/J'). (4.17) 

Each term under the integral is a hyperspherical harmonic and can therefore be integrated using Hecke's theorem.9 Using the 
notation of Ref. 4 [see Eqs. (A9) and (A10)], after integration (4.17) becomes 

II = ( - ipo ± di)cos2 ~I 

X i: f~ ±) [(2n + 3 )An P ~~J «(}I) + (n + 2)An_ I P ~32 1,0 ((}I) + (n + 1) An + I P ~3~ 1,0 «(}I)] 'fO«(}2'(}3,t/J), (4.18 ) 
n=O 

where 

4r II 8r An = dx(1 + x)C~/2(x)dx = . 
(n+2)(n+1) -I (n+2)(n+l) 

(4.19) 

The integral in ( 4.19) is easily evaluated employing the technique discussed in the Appendix of Ref. 4. Using ( 4.9), (4.1), and 
the identity [sin«(}1/2)] [cos«(}1/2)] =! sin (}I, 

II = ~ sin (}\t!~ ± > [(2n + 3 )AnP ~~J«(}I) + (n + 2)An_ I P ~32 1,0 «(}I) + (n + 1) An + I P ~3~ 1,0 )«(}I)] ~\ ±) «(}2'(}3,t/J)· 

(4.20) 

Since (3.16) has been established for all n = 0,1,2, ... , 

II = M4 i:f~ ± >{An [P ~3~ l,d(}l) - P ~3~ 1,1 «(}I)] + 2n + 21 An _ I [P ~~l«(}I) - P ~32 2,d(}l)] 
n=O n + 

(4.21 ) 
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=M ~ [~A I(±) +A J(±) +(n+2 A -~A )/(±) 
4 n"'-l 2n+l n-I n-2 n ,. 1 2n+l n-l 2n+5 n+1 n 

A I ( ± 1 n + 4 A I( ± 1 ]P(3}(O ).1.< ± l(O 0 A.) 
- n + 1 n + 1 - 2n + 5 n + 1 n + 2 ",I I ¥'I 2' 3'¥' . (4.22) 

The integral 12 is evaluated in a similar fashion and is given by 

1 =M ~ [~A J(±) +AJ(±) -(~A - n+4 A )/(±) 
2 4,,"'-1 2n+l n- n-2 n-l 2n+l n-I 2n+5 n+l n 

AJ(±) n+4 A 1(±)]P(3)(O ).I·(±)(O 0 A.) 
- n + 1 - 2n + 5 "+ 1 "+ 2 ",1 1 ¥'I 2' 3,0/ • (4.23) 

With the aid of the explicit expression (4.19) for A", the sum of the integrals II and 12 is 

11+12 =2'filMf{ 2(n-l) I~~~+ 2 1~~i+3[ 1 + 1 ] 
n= 1 (2n + l)n(n + 1) n(n + 2) n(n + 1)(2n + 1) (n + 2)(n + 3)(2n + 5) 

x/(±)- 2 I(±) _ 2(n+4) 1(±)}P(3)(O ).I'(±)(O 0 A.) 
" (n+l)(n+3) ,,+1 (n+2)(n+3)(2n+5) n+2 n,1 10/1 2' 3'¥" 

(4.24) 

Substituting (4.15) and (4.24) into (4.12) and canceling common factors, the/~ ±) must satisfy the following set of 
equations: 

(n - 2)(n - 1) I~~~ + 2(n -1) I~~~ 
(2n - 1 )(2n + 1) 2n + 1 

+[1 (n-2)(n-l) + (n-l)(n+3) ] n(n+4) ]p±) 6(2n+3) P±) 
- (2n -1)(2n + 1) (2n + 1)(2n + 3) + (2n + 3)(2n + 5) ,,1 + (2n + 1)(2n + 5) n 

[
1+ (n-l)(n+3) + n(n+4) (n+4)(n+5) ]p±) 

- (2n+1)(2n+3) (2n+3)(2n+5) - (2n+5)(2n+7) n+1 

_ 2(n+4) P±) _ (n+4)(n+5) I(±) 
2n + 5 n+2 (2n + 5)(2n + 7) n+3 

= _ qQ{ 2(n-1) I~~~ + 2 I~~i +3[ 1 + 1 ]/~±) 
8'fil (2n + l)n(n + 1) n(n + 2) n(n + 1)(2n + 1) (n + 2)(n + 3)(2n + 5) 

(n+1)2(n+3)/~!i- 2(n+4) I~!i}, n,=1,2, ... ,oo. 
(n + 2)(n + 3)(2n + 5) 

(4.25) 

Note that the equations for I~ + 1 are identical to those for 
I~ 1 so we drop the superscript and write I~ ± ) == In' The 
n = 1 equation allowsh to be expressed in terms oflo./I'/;' 
and!;. Continuing in this manner, all In for n>4 can be 
expressed in termslo./I,/z, and!;. We thus obtain four lin
early independent solutions for any value of the coupling 
constant. 

Here solutions are obtained for any value of the coupling 
constant while in Ref. 4 solutions were obtained only for 
specific discrete values. This significant difference in the so
lutions arises because of the difference in the way the equa
tions separate. In Ref. 4 there are two possibilities for the 
angular dependence, rfJi ± ) (02,03,t/» or rfJi ± ) (02,03,t/> ). The 
coefficients of both rfJi ± 1 (02,03,t/» and rfJi ± ) (02,03,t/» must 
vanish yielding two sets of equations. Consistency between 
the two sets of equations then leads to the requirement that 
the coupling constant equals one of a specific discrete set of 
eigenvalues. In contrast, for the I = 0 solutions discussed 
here, the possible angular dependence is given by the single 
function iPO(02,03,t/» defined in (4.8a). Only one set ofequa
tions is obtained so there is no consistency equation and no 
resulting restriction on the possible values of the coupling 
constant. 
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v. ZERO ORBITAL ANGULAR MOMENTUM, ZERO 
FOUR-MOMENTUM HELICITV EIGENSTATES 
INCLUDING CONTRIBUTIONS FROM BOTH SINGLE 
PHOTON EXCHANGE AND THE SEAGULL DIAGRAM 

Using the same procedures that led to (4.12), when the 
contribution of the seagull diagram is included, the Bethe
Salpeter equation takes the form 

o 0 co 
M3 sin -1. coss -1. L (2n + 2v + 3) 

2 2 n=O 

X/~ ± ) P ~3l Y,O (OI)iP: ± ) (02,03,t/> ) 

qQ M2 q2Q2 M2 
----(1 +12 ) +----1 
(21T)4 8 1 (21T)8 16 3' 

= (5.1) 

The integrals II and 12 are given by (4.13) and (4.14), re
spectively, and 13 is the eightfold integral 

1 - 2 OJ f dO(4) 
3- COS -

2 l-cosE> 

X 1 ( _ iqo ± u'qi) 
cos2

( 0 i /2 )sin2( 0 i /2) 
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f dO" ()" 00 

X (4) 2 COS2 _
1 L (2n + 2v + 3) 

1 - cos 0' 2 n = 0 

X f~ ± ) P ~3~ 1',0 «() i')tpo( () ;,() 3,CjJ"). (5.2) 

The integration variable k appearing in (2.9) has been ex
pressed in the above equation in terms of double-primed an
gles by introducing polar coordinates in analogy with (3.6) 
and ( 4.1). The angle 0' is the angle between the unit vectors 
V(5) and W(5)' where V(5) and W(S) are given by (4.3) except 
that the unprimed angles are replaced by primed or double
primed angles, respectively. 

Without loss of generality, we set v = 0 as discussed 
in the previous section. Then using cos2 «() i'/2) = ! ( 1 
+ cos () i'), 

X ( - iqo ± dq') () (1 + cos () i') . f dO'~ 
1 - cos 0' 

X i (2n + 3 )f~ ±) P ~:d «() ;')tpo«(} ~',(} i',r). (S.3) 
n=O 

With the aid of the identity (3.13) which has been estab
lished for all integer values of n;;;.O, 

2 (}I f dO(4) 1 13 = cos -
2 1 - cos 0 cos2«(} i/2)sin2«(} i/2) 

f dO" 00 

X ( - iqo ± dqi) (4) , L f~ ± ) 
l-cos0 n=O 

X [(2n + 3)P ~:d«() I') + (n + I)P ~3~ 1,0 «(};') 

+ (n+2)p~3~1,0«(}i')]tpo«(};,(}3,CjJ"). (S.4) 

The integral over dO(~) can now be evaluated using Hecke's 
theorem,4,9 

00 

X( _iqO±dqi) Lf~±) 
n=O 

X [(2n + 3)AnP~:d«() i) + (n + 1 )An+ IP~3~ 1,0 «() i) 

+ (n+2)An_IP~3~1,0«(}i)]tpo«(}~,(}i,<,6'), (S.S) 

where An is given in ( 4.19). The product (- iqo 
± dqi)tpO«() ~,() i,<,6') follows immediately from (4.9) yield

ing 
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1 M2 (}I f dO(4) 1 
3=-COS -

2 2 l-cos0 cos3«(};/2)sin«(}i12) 

X if~±)[(2n+3)AnP~:J«(}i) 
n=O 

+ (n + I)An+IP~3~1,0«(}i) 
+ (n + 2)An _ I P ~3~ 1,0 «() i ) ] tp\ ±) «() ~,() i ,<,6'). 

(S.6) 
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Expressing cos«(} 12) and sin«(} 12) in terms of cos () and 
sin (), 

13 = M( 1 + cos (}I) f dO(4) 1 

1 - cos 0 (1 + cos () i )sin () i 
00 

X Lf~±)[(2n+3)AnP~:J«(}i) 
n=O 

+ (n+ I)An+IP~3~1,0«(}i) 

+ (n + 2)An _ I P ~3~ 1,0 «() i ) ] tp\ ± ) «() ~,() i ,<,6'). 
(S.7) 

The above integral cannot be evaluated immediately be
cause of the factor [( 1 + cos () i )sin () i] -I. However, if we 
choose the constantsf~ ±) such that the sum on the right
hand side of the above equation is given by 

i f~±)[(2n + 3)AnP~:J«(}i) 
n=O 

00 

= (1 + cos () i)sin (}i L g~±)P~:{«(}i), (S.8) 
n=1 

where the g~ ±) are constants, the integral in (S.7) can be 
evaluated using Hecke's theorem.4,9 Our strategy, then, is to 
evaluate 13 in terms of g~ ± ). When the expression for 13 and 
results from Sec. IV are substituted into the Bethe-Salpeter 
equation (S.I), the equation becomes a recursion relation 
for the f~ ±) and g~ ±) which are not all independent. We 
then solve (S.8) and express thef~ ± ) in terms ofthe g~ ± ). 

To evaluate (S.7) in terms of the gf ±), we substitute 
(S.8) into (S.7) and integrate using Hecke's theorem,4,9 

f dO(4) 
13 = M( 1 + cos (}I) 

1-cos0 

X ~ g(±)P(3)«(},)·i,(±)«(},(}, .J.') 
~ n n,l I If'1 2 3'If' , 

n=1 

00 

=M(1 +COS(}I) L g~±)AnP~:{«(}I) 
n=l 

(S.9) 

Making use of Ref. 4 [Eq. (A23)] and the fact that cos () 
xp(3) -1 p(3) 

1,1 -3 2,1, 

I =M{ ~ g(±)A p(3)«(} ) 3 ~ n n n,1 1 
n=1 

+ ~ g( ± ) A _1_ [(n + 3)P (3~ 
nf'1 n n 2n + 3 n 1,1 

+ np~3~ 1,1] }tp\ ± ) «(}2'(}3'<,6)· (S.10) 

Changing the summation indices and using the explicit 
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expression (4.19) for An' we obtain the desired result for /3' + n+4 (±)] 
(n+2)(n+3)(2n+5) gn+1 

/3 = 8.,r M i [ n - 1 g~ :: I 
n=1 n(n+1)(2n+1) XP~~i(f)I)~\±)«()2'()3,t/J). (5.11) 

+ 1 g~±) 
(n+l)(n+2) 

Substituting (4.15), (4.24), and (5.11) into (5.1), the 
Bethe-Salpeter equation yields the following recursion rela
tion: 

(n - 2)(n - 1) I~::~ + 2(n -1) I~~i 
(2n - 1 )(2n + 1) 2n + 1 

+ [1 _ (n - 2)( n - 1) + (n - 1) (n + 3) + n (n + 4) ] I~ :: I 
(2n - 1)(2n + 1) (2n + 1)(2n + 3) (2n + 3)(2n + 5) 

+ 6(2n+3) (±)-[1+ (n-1)(n+3) + n(n+4) _ (n+4)(n+5) ] (±) 
(2n + 1)(2n + 5) In (2n + 1)(2n + 3) (2n + 3)(2n + 5) (2n + 5)(2n + 7) 1,,+ I 

_ 2(n+4) P±) _ (n+4)(n+5) I(±) 
2n + 5 ,,+2 (2n + 5)(2n + 7) ,,+3 

=_qQ{ 2(n-1) P±)+ 2 P±)+3[ 1 + 1 ]p±) 
8.,r (2n+1)n(n+1) ,,-2 n(n+2) ,,-I n(n+1)(2n+1) (n+2)(n+3)(2n+5) n 

2 P ± ) 2(n + 4) P ±) } + q2Q 2 
- (n + l)(n + 3) n+ I - (n + 2)(n + 3)(2n + 5) ,,+2 (21T)6 

x[ n-1 (±) + 1 (±)+ n+4 (±)]. 123 (512) 
n(n+1)(2n+1) g,,-I (n+1)(n+2) g" (n+2)(n+3)(2n+5) g,,+1 , n= ",.... . 

The/~ ±) andg~ ±) are not independent so (5.8) must now be solved to express/~ ±) in terms oftheg~ ±). Using Eq. (A25) 
from Ref. 4 and then (3.13), (5.8) becomes 

00 

L I~ ±) [ (2n + 3 )A"P ~~6 «(); ) + (n + 1) A" + I P ~3~ 1,0 «(); ) + (n + 2)A" _ I P ~32 1,0 «(); ) ] 
,,=0 

00 g( ±) 

= (1 + cos ();) L -"- [(n + 3)(n + 2)P~321,o «();) - n(n + l)p~3~ 1,0 «();)] 
"=12n+3 

00 g( ±) 

= L " [(n+3)(n+2)p~321.0«();)-n(n+1)p~3~I,o(0;)] 
n=1 (2n+3) 

00 g( ± )(n + 3)(n + 2) + ~ " [np(3)«()')+(n+l)p(32 «()')] 
n~1 (2n + 3)(2n + 1) n,O I n 2,0 I 

~ g~±)n(n+1) [(3) (3) 
- k. (n+2)Pn+20«();)+(n+3)Pno«();)]' 

n=1 (2n+3)(2n+5) , , 
(5.13 ) 

Changing the summation indices in various ways and making use of the explicit expression (4.19) for An' (5.13) can be 
rewritten in the convenient form 

~ [nif(::) + (2n + 3)1'( ±) + (n + 3)1'( ±) ] 8.,r p(3)«(),) 
n~O n I 'J" 'In+1 (n+2)(n+1) ",0 I 

_ ~ [ n(n-1)(n-2) (±) n(n-1) (±) 3n(n+3) (±) 
- k. - gn - 2 - gn - I + g" 

,,=0 (2n - 1)(2n + 1) 2n + 1 (2n + 1)(2n + 5) 

+ (n+4)(n+3) g(±) + (n+5)(n+4)(n+3) g(±)]P(3)(O') 
2n + 5 " + I (2n + 7)( 2n + 5) " + 2 ",0 I' 

(5.14) 

Since the coefficients of P ~~6 (0; ) on the left-hand and right-hand sides of (5.14) must be equal, the/~ ±) and g~ ±) must 
satisfy 

[nif(::) + (2n + 3)1'( ±) + (n + 3)1'( ±) ] 8.,r 
n I 'J" 'J,,+I (n+2)(n+1) 

_ n(n-l)(n-2) (±) n(n-1) (±) + 3n(n+3) (±) 
- - (2n-1)(2n+1)g"-2- 2n+1 g,,-l (2n+1)(2n+5)g" 

+ (n+4)(n+3) (±) + (n+5)(n+4)(n+3) (±), -012 
2n+5 g,,+1 (2n+7)(2n+5) g,,+2, n- , , , .... (5.15 ) 

As can be readily checked, the above equation is satisfied ifthe/~ ±) are given by 
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1(±)=(-1)n'j(±)+ n(n+3) [_ (n+2)(n-l) g('!) +2 (±)+ (n+4)(n+l) g(±)]. 
n 0 Sr(2n + 3) 2n + 1 n 1 gn 2n + 5 n+ 1 

(5.16) 

From the above equation we note that if (5.S) is to be satisfied,J6 ± ) is arbitrary and all/~ ± ) for n > 0 are expressed in terms of 
16 ±) and g~ ± 1, i;;o1. 

Substituting (5.16) into (5.12), the Bethe-Salpeter equation yields a recursion relation among the g~ ± ) and/6 ± ). Just as 
was the case in the ladder approximation, here the equations for g~ + ),16 + ), and g~ - ),16 -) are identical so we drop the 
superscript. Taking n = 1 in (5.12) and making use of (5.16), gs is determined in terms oflo, gl' gz, g3' and g4' Similarly, 
taking n = 2, g6 can be expressed in terms of the same five constants and so forth. 

From (3.24), (4.11), and (5.16), the I = 0 helicity eigenstates of the Bethe-Salpeter equation (5.1) are 

X( ±) (p) = 2 coss ~l n~o (2n + 3 )/n P ~~ci (81 )P 6~ci(8z)t/JJ~ll2,m (83,t/J) 

=2coss 81 i: {(_1)n(2n+3)/o+ n (n+3) [- (n+2)(n-1) gn-l +2gn 
2 n=O Sr 2n + 1 

(n +4)(n + 1) ]}pm 8 )P(2)(8 ),1,(+) (8,1,) + 2n + 5 g n + 1 n,O (1 0,0 Z"'j = IIZ,m 3'",' (5.17) 

wherefo and the gj satisfy (5.12) and (5.16). Substituting 
the explicit expressions for gs, g6' etc. as determined from 
(5.12) and (5.16) into (5.17), X(±)(p) equals a function 
timeslo plus a function times g 1 plus· .. plus a function times 
g4' It is straightforward to show that the five functions that, 
respectively, mUltiply 10' gl' gz, g3' and g4 are linearly inde
pendent so there are five linearly independent solutions. 
Thus when the contribution from the seagull diagram is in
cluded in the Bethe-Salpeter equation, the number of zero 
four-momentum, I = 0 helicity eigenstates increases from 
four to five, verifying the importance of the seagull contribu
tion for strongly bound systems. As in the ladder approxima
tion, these solutions exist for all values of the coupling con
stant. 

To determine if this model is actually of physical inter
est, the form of the Bethe-Salpeter equation that includes 
the seagull contribution must be solved, both for the finite
energy and lightlike cases. These calculations are currently 
in progress. 
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Vectorial continued fractions and an algebraic construction of effective 
Hamiltonians 
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In the haromonic oscillator basis, the effective Hamiltonians are constructed for the 
polynomial interactions VCr) 1::= jg/li and t<4. Their form (factorized in terms ofthe 
vectorial continued fractions) is simpler in a semirelativistic (c < 00 ) reformulation. Its 
degeneracy in the c- 00 limit (confluence ofthe physical and unphysical solutions) is removed 
by solving a coupled set of the nonlinear algebraic equations in REDUCE. 

I. INTRODUCTION 

The general anharmonic oscillator 

( - d~ + 1(1 ~ 1) + gl? + g2r4 + ... + gt?t )rp(r) 

= Erp(r), gt>O, /= (-1),0,1, ... , (1.1) 

is a phenomenological as well as methodical laboratory in 
quantum mechanics. 1 Its use ranges from a purely nonrelati
vistic description of confinementl up to an analysis of the 
perturbative and nonperturbative aspects of the quantum 
field theory.3 In the former case, a maximal numerical effi
ciency is usually required. The present study of Eq. (1.1) is 
intended to complement the latter [e.g., Wentzel-Kramers
Brillouin (WKB) or perturbative 4] type of applications, 
where an emphasis is laid upon a global and analytic insight 
into the solutions. 

We shall start from the recurrent (matrix continued 
fractional, MCF,5 and vectorially continued fractional, 
VCF6 ) solutions of equations of the type (1.1). In brief, 
recalling accelerations of their convergence as achieved by a 
systematic subtraction of the so-called fixed-point (FP) ap
proximants,7 we shall deliver the explicit nonperturbative 
approximate forms of the corresponding solvable (finite-di
mensional) effective Hamiltonians8 for t = 2, 3, and 4. 

First, we describe the recurrent factorization method in 
its entirely universal form in Sec. II. An essence of both the 
MCF and (generalized) VCF approaches is shown to lie in 
an appropriate decomposition of the resolvent. The usual 
band-matrix assumption (with H mn ° for all m and n such 
that 1m nl > t) is then found redundant: An arbitrary 
t< 00 matrix H is shown to admit the VCF factorization. 

The universal t< 00 VCF method fully preserves a con
ceptual simplicity of the t = 1 special case9 reviewed briefly 
in" Appendix A. In particular, the close interrelation between 
the t = 1 analytic continued fractional convergence and an 
asymptotic smoothness of H (Appendix B) is extended to 
t> 1. In Sec. III, this leads to an explicit algebraic nonpertur
bative definition of the effective Hamiltonians /l"ff. 

In Sec. IV, we apply the general method to the particu
lar bound state problem (1.1). In the first step (Sec. IV A), 
we recall the results of Ref. 10 and regularize the anharmoni
city in Eq. (1.1) by its Fourier symmetrization. Physically, 
this corresponds to an introduction of some particular rela
tivistic corrections. Methodically this enables us to run em-

ciently through the basic technicalities. Then, an asymptotic 
degeneracy of the nonrelativistic limit is found to admit a 
straightforward removal: We reinterpret the recently devel
oped asymptotic formulas for wave functions ll as an alge
braic ansatz, and demonstrate its suitability by means of the 
computer symbolic manipulations in REDUCE (Sec. IV B). 

Section V is a summary. 

II. GENERAL HAMILTONIANS AND THE VECTORIAL 
CONTINUED FRACTIONS 

An introduction of a model-space projector 
P = 1::r=o in)(nl and a trivial partitioning of the Schro
dinger equation 

P(H - E)(P+ Q)lrp) = 0, 

Q(H -E)(Q+P)irp) =0, Q= 1-P, 
(2.1) 

enable one to eliminate the out-of-the-model-space compo
nents of the wave functions, 

Qlrp) = (E-QHQ)-lQHPlcp), icp) =Plrp). (2.2) 

The rest of Eq. (2.1) acquires the form of an effective finite
dimensional equation 

Heiflcp) = E Icp ), 

where8 

(2.3) 

H eff = PHP + PHQ(E - QHQ) lQHP. (2.4) 

Without any loss of generality, we may now consider a 
factorization 

H-E= UL, (2.5) 

where U is an upper triangular matrix or any regular matrix 
with the property QU = QUQ. Similarly, the factor matrixL 
must be such that LQ = QLQ. Then, we may rewrite Eq. 
(2.4) in an explicitly factorized form 

H eff 
- E = PULP - PULQ( l/QULQ) QULP 

= PULP-PUQLP=PUPLP (2.6) 

born by Eq. (2.5). This is our starting point. 
For the simple tridiagonal Hamiltonian (A3) (cf. Ap

pendix A), the factors PHQ and QHP contain just one non
zero matrix element. Within any model space, the difference 
betweenHand~ concems also a single element [cf. (A4) 
and (A5)}, 
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C1 

--C H eff = -
B

M
_

2 AM_I 

BM _ 1 

(2.7) 

Thus we may define /rtf by means of the analytic continued 
fractions.9 A similar prescription is to be derived now for an 
entirely general matrix H. 

A motivation for such an effort is the following. In the 
realistic (e.g., many-body) systems with complicated Ham
iltonians H and simple trial Lanczos state 10), a tridiagonali
zation of H achieved by means of the Lanczos prescription 12 
(Al) will lead to the complicated basis states 11), 12), .... 
Vice versa, the product H 10) will contain a number of the 
basis states 11), 12), ... whenever we require their reasonable 
simplicity, 13 

H 10) = 10)Ao + II)B 61) + 12)B 62) + .... (2.8a) 

Similarly, in a repetition of this procedure, 

HI1) = 10)C\1) + II)A 1 + 12)B\1) + 13)B\2) + ... 
(2.8b) 

a number of the new states will be infinite in principle. In this 
way, a tridiagonality of H will be lost and we may return, at 
least partially, to a free choice ofthe suitable basis states. At 
most, we may expect that the coefficients B ~) will be small 
forj> 1. 

Formally, we may introduce the vectorial notation 

(1) (2) _ T _ (2) 

(

BC,}») 
(Bk,Bk , ... )-Bk , Bk - B; , 

( 

Ik) ) 
Ik) = Ik~ I) , 

generalize Eq. (AI), 

Hlk) = 10)C\k) + I1)Cik-1) + ... + Ik-1)Cin 

+ Ik )Ak + Ik+l)-Bk, k = 0,1, ... , (2.9) 

and reinterpret our operator or general matrix H as tridia
gonal in a purely formal "vectorial" partitioning 

(2.10) 

When we introduce also the tilded diagonal matrices 

auxiliary vectors Ur = (UC,}),Uc,/), ... ), LL 1 = (L C,/~ l' 
L f': 1>"')' k = 1,2, ... , and vectors with superscripts [omit

I 

F ·L (2) F
2
'L P) 

(k I~) = (-l)k'(OI~)'det 2: 0 

(

Fl'L 61
) 

Fk 'L6k) Fk'L \k-l) 

The veF construction of bound states is completed. 
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ted components, CrImI = (Cim + l),Cim+ 2, ... ), 
we may write (2.5), 

H-E~C~E A,:E 

k,m>l], 

(2.11 ) 
This prescription becomes an algebraic identity whenever 
we satisfy the relations 

00 

C (l) - U(l) " U(l+j)F L (j) 
k+l- k+l+"", k+l k+l+j k+I' 

j=1 

00 
(2.12) 

B (l)-L(/)+"U(j) F L(l+j) 
k - k "'" k+I+1 k+l+j k , 

j= 1 

/ = 1,2, ... , 

and the / = 0 requirements 

1 ~ (j) (j) 
Ak -E=-+ "'" Uk+IFk+jLk , 

Fk j=1 

k=O,l, .... 

(2.13 ) 

In the abbreviated notation, we may also write Eq. (2.12) as 
a recurrent definition of U's and L 's, 

U (/) - c(l) UTIlI -F- -L k+1 - k+\ - k+l k+I+1 k+I' 
L (/) - B (/) U T -F- _LII I /- 2 1 k - k - k + 1+ \ k + 1+ 1 k' - ... , , . 

(2.14) 

Then, Eq. (2.13) will represent just a vectorial generaliza
tion ofthe continued fractions (AS), 

T -
lIFk =Ak - E - Uk+ \-Fk + \-Lk, k = ... ,2,1,0. 

(2.15 ) 

Thus, in analogy with (A9), the eigenvalue condition 
det(H - E) = 0 acquires the simple veF form liFo = 0, 
i.e., 

T-
E=Ao-U\-F\-Lo' (2.16) 

In the original Schrodinger equation, the factorized op
erator H - E or /rtf - E may be divided by its regular QUQ 
part. This leads to the generalized Eq. (AlO), 

(2.17) 

with the numbers Bk replaced by the veF vectors L k. The 
triangularity of the new matrix simplifies also the wave func
tions in a way paralleling Eq. (A. 11 ), 

~ ), k = 1,2, .... 

F 'L (1) 
k k-\ 

M.Znojil 

(2.18) 
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III. AN ALGEBRAIC TRACTABILITY OF THE SPECIAL, 
ASYMPTOTICALLY SMOOTH MATRICES H 

On an arbitrary fixed level of precision, we may always 
use truncations of the type 

B;:::: (B ~I), ••• ,B ~"),O,o, ... ), 

C[:::: (CJI), ... ,Cj'J),O,O, ... ), 
(3.1) 

since the scalar products C;' Bj (contributing to the matrix 
elements of H2) must converge. Moreover, in the spirit of 
Appendix B, we shall assume that 

Ak::::Ak+ l , Bk=Cr+I::::Bk+I=Cr+2' k>ko, 
(3.2) 

i.e., ti = Si = t> 1 in (3.1). These restrictions still specify a 
sufficiently broad class of Hamiltonians. 

A. The elementary factors 

Let us recall (2.11) and interpret each factor as a prod
uct of t two-diagonal matrices. For the sake of clarity, we 
may also write 

H-E=L+DL, 
(3.3 ) 

t<;,oo, 

where D=D+ and Di are diagonal, (Li)mm = 1, 
(Li )m+ 1m :;60, and (Li )mn = ° otherwise, i = 1,2, ... ,t. The 
condition (3.2) may be combined with (3.3) in various 
ways. Here, we shall postulate that LI are asymptotically 
constant and write 

) (

1 d~_1 

d * 'D* . , '-I 
Q(H -E)QZQDt{ d* , 

1 d* )'D* X··· '-I '-2 

dT 
1 ~.:}Df d, J.D'x ... xe ;, J.D,Q. 

After a partial ordering of the (complex) parameters d i , 

Idil>ldl+ll, 

(3.4) 

we may also set di = ° beyond some fixed and finite index t = imax (on any predetermined level of approximation). Moreover, 
our "far-off-diagonal" truncation may be combined also with another approximation: QD I = const, ... ,QD, _ I = const and, 
possibly, QD = const. In such a case, we obtain a new representation of the operator Q(H - E)Q, 

C" 
a* 

~~)C~~' 
ea'f-l e:Jx ... {~~' e ' 

Q(H - E)Q::::QD~ e- a ,?, e-a'f-I 
e- a , ~}'Q (3.5) 
ea , e ' 

after a reparametrization of di = exp 2ai • Here, all the dependence on indices is to be carried by the diagonal outer factorsD, 
andD,+ . 

In the simplest t = 1 special case, we get the quasiconstant behavior of the Hamiltonian in its asymptotic tridiagonal part, 

Q(H-E)QZQD{::. 0 i"""" 2ch2Rea e-'"'"" 0 ... },Q. 
In particular, we get the real and symmetric Hamiltonians 

Dt- 'Q(H -E)QD,- 'ZC: 1 2ch 2a 1 .. -)=(--. 121 .. -)+4sh'a.] 
for the real a's. Similarly, we get the real asymptotics with t = 2, 

(3.6) 

(3.7) 

Hmn - El5mn :::: (D!)mm [(2 + ~ _ J + 4(sh
2 
al + sh

2 
a 2)(. + ~ _ J + 16 sh

2 
at sh

2 
a 215mn ](D2)nn, m,n>M> 1, 

(3.8) 

etc. The general formulas may be found elsewhere. t4 

The ambiguity or symmetry between a l and - a i (or a i --+ - a~, in general) will be removed later; in brief, it will be 
shown to intertwine the physical and unphysical wave functions. Thus, in the physical case, we obtain the unique prescriptions 
from Eq. (2.6). In particular, with t = 1, we get the effective matrix element 
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H:M - E-;::; (Dl)~M exp( - 2a), M> 1 

from (3.7) or, in general, 

H:M - E-::::. IDll~M exp( - 2 Re a), M> 1 

from (3.6). Similarly, with t = 2, we get 

D 2- 1 (H eff - E)D 2- 1 -::::.PD 2- I (H - E)D 2- Ip 

(3.9a) 

(3.9b) 

-(: .. '0, exp 2(a, + a,), 2 exp(a, + a,)ch(a, _ a,) 0) 
0" '0, 2 exp(al + a 2 )ch(al - a 2), 4 ch2(a1 - a2) + exp 2(al + a2) 

-::::.(... 4 ch2(al - a2) + exp[ - 2(al + a2)]' 2 exp[ - (al + a 2) ]ch(al - a 2») (3.10) 

... 2 exp[ - (a l + a 2) ]ch(al - a 2), exp[ - 2(a l + a2)] 

from (3.8), etc. 

B. The difference-equation technique 

The Q-projected part ofthe Schrodinger equation (2.1) 
may be rewritten in the form factorized in accord with Eq. 
(2.5), 

QUQQLQ It/!) + QUQQLP It/!) = O. (3.11) 

Obviously, the regular factor QUQ is redundant here. More
over, we may ignore the first trows (t < (0) and write 

00 

QLQIt/!) =0, Q= L In)(nl, (3.12) 
n=M+t+1 

since QLP=O. Now, the (t + 1)-term recurrences (3.12) 
are to be treated as a difference equation of the t th order. 15 

A complete factorization (3.3) ofLconvertsEq. (3.12) 
into the asymptotic relations 

(

M + IIt/!») 
QDL ID1'" LtDtQ (M ~ 21t/!) = O. (3.13) 

After the simplification (3.5), the latter relations become 
solvable in a closed form, 

t 

(M It/!) = L A;t/!!:,.], t/!!:,.] -::::. ( - d; )m, m >M> 1. 
;=1 

(3.14 ) 

For all H with t different values of d; such that Id; 1=1=1, 
the t independent solutions t/!!:,.] of our asymptotic Schro
dinger equation (3.12) contain still the above-mentioned 
d; -+ lid; ambiguity. The standard requirement of existence 
of t/!(r) with the finite norm, 

00 

L (t/!Im) (mit/!) < 00 (3.15 ) 
m=O 

implies that we may remove the ambiguity via the sufficient 
condition of convergence in Eq. (3.15), 

Id; I < 1, i = 1,2, ... ,t. (3.16) 

The boundary of the physical region with some Id; I = 1 
must be investigated separately. 

In the above discussion, our use of factorizations is re-
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dundant. The k th row of the band-matrix SchrOdinger equa
tion 

B it~ t (k - tit/!) + B it-=:-/ll (k - t + lit/!) 
+ ... + cit~ I (k + tit/!) = 0 ( 3.17) 

may be directly understood as a difference equation of the 
2t th order.IS Its 2t independent solutions t/!r] , 
i = ± 1, ± 2, ... , ± t complement the set (3.14) simply via 
the replacement d; -+ lid; for the negative super/subscripts 
i. We may preserve the former notation and denote the Jost 
solutions16 [compatible with (3.15)] by the upper positive 
superscripts. 

The physical parameters A; and E in (3.14) are to be 
determined from the first M + t + 1 rows of the Schrooinger 
equation omitted in our asymptotic subsystem of Eqs. 
( 3.12 ). Vice versa, a variation of the submatrix P HP leads to 
a change of these coefficients in general. Hence the last t 
rows of the effective Eq. (2.3), 

B (1) .1. + ... + B U) .1. M-2t+j'f'M-2t+j M-t'f'M-t 

+gjlt/!M-t+1 + ... +gjtt/!M =0, j= 1,2, ... ,t, 
(3.18 ) 

must be satisfied by each of the t independent Jost states 
t/!r], k>M - 2t, i = 1,2, ... ,t. In a compact notation with 
the (t X t) -dimensional matrices g = g m , (b m - I ) ij 

(t+;-j) M 1 fAd' C) d = B M _ 2t + j ( + = to + mt, c. ppen IX , an 

X - .I.U] Y - .I.U] I' J' - 1 2 t ij - 'f/M-2t+i' ij - 'f'M-t+i' ,-, ,_u" 

we must satisfy, therefore, the matrix identity 
bm_Ix +gmY = 0, i.e., 

( 3.19) 

This formula is very important: Our knowledge of a com
plete system of Jost solutions becomes equivalent to an ex
plicit knowledge of the effective Hamiltonian /rff

• Equation 
(3.19) complements the previous MCF or VCF definition of 
gm and is in fact the most natural generalization ofEq. (2.7) 
to all t;>1. 
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IV. SCHRODINGER EQUATION WITH POLYNOMIAL 
POTENTIALS 

A. The semi relativistic p-r symmetrization of the 
Hamiltonian 

A semirelativistic form or extension 10 

(T+ V)rP=ErP, V= I g/2j+2, 
;=0 

T= ~ hjp2j +2 = (c4 + p2C2) 1/2 _ c2 + o (p!c) 2m2 +4 

j=O 

(4.1 ) 

of the anharmonic oscillator equation (1.1) degenerates to 
the exactly solvable harmonic oscillator for m l = m 2 = 0. 
With m l = m 2 = 2q, it remains symmetric with respect to 
the Fourier transformation p++r. Here, it may be used as an 
illustrative example of the asymptotically band-matrix 
Hamiltonian since, in accord with Ref. 10, the asymptotical
ly dominant part of H may be given the form 

(T + V - E) mn ::::: (2q + :: ~~ _ 2Jm
2q 

+ I 

X(1 +o(~)). m>1. (4.2) 

For the sufficiently large indices m and n, we may write 

( T + V - E) mn ::::: ( 2q ) 
q+m-n 

q (2q-2i) + p(q) 1~1 I q - i + m - n ' 

where 

etc. 

pP) =~, p\2) = 8, pi2) = 1615, 

pP) = 20, pi3) = 48, p~3) = 64/7, 

(4.3) 

(4.4) 

In the first nontrivial example with q = 1 and recur
rences (4.1), 

(4.5) 

wemayputrP~tll- ( - d)n andobtaind = !ord = 3. In this 
case, the auxiliary VCF quantities degenerate to the ordi
nary continued fractions, and the finite approximants with 
F M + I = ° may be given an explicit form, 

FM+ I-k = d [(d 2k - 1)/(d 2
k+

2 - 1)], k = 0,1, .... 
(4.6) 

This converges to the value d I = min (d,d -I) that is always 
smaller than 1. We observe a compatibility of the variational 
truncation with our difference-equation requirement 
(3.16). 

In a straightforward way, the same analysis may be re
peated for t = q> I as well. For example, the q = 2 recur
rences (4.1), 

rPn - 2 + 12rPn - I + 25.2rPn + 12rPn + I 

+ rPn+2 = 0, n> 1, (4.7) 

may be solved by the ansatz (3.14) which gives6 

d l = lid -I = 5d2 = 51d_2 = 5 - 2,[5:::::0.527 (4.8) 

in an elementary way. 
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For a general value of q = t, the VCF convergence be
comes less transparent. A basic idea of its analysisl6 may be 
visualized as follows. First, we recall the partitioned nota
tion of Appendix C and definitions 

ak -E=hksk +ik+IUk+l> bk =hk+IUk+l> 

Ck+ I = ik+ ISk+ I 

of the (t X t) -dimensional matrices entering the VCF /MCF 
mappinggk+d =hk+ISk+I)-gk (C5). By means of an 
ansatz 

gk =hksk +ik+IPkUk+I' (4.9) 

we convert these recurrences into an equivalent prescription 

h =rIPk+l / (1 +Ph+l)r2' 

rl=h k';l ik+2' r2=uk+2Isk+l , p=r2rl' 
(4.10) 

Now, assuming that the k dependence of all the matrices is 
sufficiently weak here, the VCF/MCF convergence may be 
reinterpreted as a convergence of iterations of the mapping 
(4.10) performed at a fixed index k> 1. We may employ a 
spectral representation of the auxiliary matrices 

rl = L IE'I)E'I(E'II, r2 = L 1E'2)E'2(E'21, (4.11) 
E1e®1 Eze®2 

and denote their maximal eigenvalues by a zero superscript. 
Immediately, we may notice then that the repeated multipli
cation of p's by r's in (4.10) suppresses all the components 
not corresponding to E'j = E'}O), i = 1,2. 

For the simplest case with the nondegenerate spectra 0 j 
and unique values of E'}O), i = 1,2, a sufficient number of iter
ations in ( 4.10) converts the dominant component of h into 
a separable expression, 

h = 1E'\O»"k(E'iO)1 + corrections. (4.12) 

Vice versa, an insertion of (4.12) changes the VCF/MCF 
mapping gk + I -gk or Pk + I -Pk into an approximatively 
one-dimensional mapping" k + I -" k , 

"k = E'\O)E'iO)"k + 1/(1 + E'\O)E'iO)(E'iO)IE'\O»"k+ I) (4.13) 

with an easy analysis of convergence. 

B. Effective Hamiltonians In the non relativistic case 

The nonrelativistic t = 2 analog (1.1) of Eq. (4.7), 

rPn-2 +4rPn_1 +6rPn +4rPn+1 +rPn+2 =0 (4.14) 

leads immediately to a quadruple leading-order asymptotic 
degeneracy7 d j = 1, i = 1-4 of the Jost solutions (3.14). 
This result is easily generalized to any t. Indeed, from the 
initial values 

AM+1 =AM+2 = ... =0, 

BM =BM + 1 = ... =CM + I = ... =0, (4.15) 

B~.1_ I = B~l_ 2 = ... = C~l = ... = 0, M> 1 

we obtain, after a reasonable amount of the algebraic mani
pulations, the sequences 
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.:..:..k(!.:..:k~+~1 )_ .• _. (!.:..:k~+~t_-----=:1)..!....( 1:-+~O-:-(.:....k_/ M-:--,--,-) ) 
FM +I_ k = (k+t)(k+t+ 1)"'(k+2t-1) 

= (t) (k + t + j)(k + t + j + 1) ... (k + 2t - 1) 

J (k + j)(k + j + 1) ... (k + t - 1) 

X(I+0(!)), j=I,2, ... ,t, k=I,2, ... , 
( 4.16) 

i.e., a rigorous solution ofthe VCF recurrences (2.14) and 
(2.15) in the asymptotic region. 

In contrast to the p++r symmetric equation (4.1) with 

( 4.17) 

our present degeneracy of asymptotics need not be consid
ered as a shortcoming. In fact, we may write 

(4.18) 

where Sn should be some asymptotically smooth function of 
the index n. Its important merit lies in a possibility of insert
ing the Taylor series 

d 
exp Sn+k = exp Sn + k-exp Sn + ... 

dn 

= exp S n (1 + ks ~ + !k 2 (S; + S :) + ... ) 
(4.19) 

in the left-hand side Vlt,b) of equations of the type (4.14), 
QVIt,b) = O. Then, whenever we replace the right-hand side 
zero by the leading-order estimate of the kinetic energy con
tribution - T 1 t,b) -::::, 4t,b n , n > 1, we obtain an estimate of S n 

or 

S ~ -::::,constXn(1- 1)/21, n> 1, ( 4.20) 

in accord with Ref. 11. 
In the next step, we may notice that all the corrections in 

(4.19) are given as derivatives of Sn. An inclusion of the 
precise matrix elements of H may only modify and convert 
Eq. (4.20) into a series 

L 

S~ = L /3mpm+O(pL+I), p=n- 1I21<1, (4.21) 
m=1 

where, in accord with Eq. (4.20), 

/31 = ... =/3 1-2 = 0, /31-1 ;60. (4.22) 

In analogy with the Jost solutions pertaining to the 
Hamiltonians with the nondegenerate parametrization 
(3.5), our present expansion (4.21) may also be used as an 
ansatz. It transforms the asymptotic anharmonic oscillator 
Schrodinger equation [ say, Eq. (3.17) with k = n > 1 ] into a 
power-series requirement of the implicit general form 

i: pkRk (E,I,gI, ... ,gI/3I/32'·") = O. (4.23) 
k=O 

Due to a linear independence of the powers of p, the condi
tions 

Rk = 0, k = 0,1, ... , (4.24) 

are to be solved as a nonlinear algebraic set of coupled equa
tionsforthecoefficients/3; in (4.21) or (4.18) and (4.19). 
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1. t=2 

Let us start our analysis from the simplest nontrivial 
quartic oscillator problem (1.1) with t = 2. Performing the 
algebraic construction of the functions Rk in (4.24) on the 
computer (in REDUCE), we find that the first four items are 
identically zeros. This reflects the asymptotically correct be
havior of our ansatz (4.18). From R4 = 0 we obtain 

/3 ~ = - 4/g2• (4.25) 

In full analogy with our preceding discussion, the four inde
pendent complex roots /3 ji) of this equation with 
j = ± 1, ± 2 comprise also the physical Jost coefficients 

/3 p.2) = (-1 ±i)·lg2- 1141. (4.26) 

Similarly, the further items ofEq. (4.24) remain linear in the 
unknown coefficients and determine the respective sequence 
of their values 

/32 = 0, 

/33 = !( 1 ± i) (1 - gl) Ig2- 3/41, 

/34 = - i, 
/3s = M 1 =t= i) [ (E + 21 + 3 )g2 

+i(gl + 1)2_~]'lg2-S/41, 

/36 = ( =t= i/32)(3 - gl) 'lg2- 112 1, 

(4.27) 

Up to a misprint in /3s and missing /36' they agree with the 
g2 = 1 results of Ref. 11, i.e., with the wave function asymp
totics 

t,b~J = (-I)nn-5/8exp(~/3 ji)n3/4 + 4f3p)n I/4 ) 

X exp( - 4f3 ~j)n - 1/4 - 2{3 ~j)n - 1/2 

+ O(n-3/4 »), j = 1,2, (4.28) 

tested and verified numerically for g 1 = 1. Of course, such a 
choice simplifies also the higher-order coefficients here, 

/3 (j) - 1 II (j)2 
6 -Y.Y-'I , 

/3~j) =+/3F)3( - 4a2 + 5a + iE + ffi), a =!I + i, 
/3s = ia - ilE +~, 
/3 ~j) = +/3 F)(11a2 + ia ( toE - 21) 

- Ti,(3E 2 
- 3E + WH, 

/3 \6') = +/3 F)2( - 3a2 + ¥z - jE + ~), 

2.t=3 

(4.29) 

In the sextic anharmonic oscillator example ( 1.1) with 
gl = 1 (scaling of the scale) and t = 3, we may proceed 
along the same lines as above. After confirming Eq. (4.22) as 
a consequence of (4.24) at k<.6, we obtain the first nontrivial 
algebraic equation Rk = 0 at k = 12, 

(4.30) 

We may specifiy the Jost roots /3 iJ),j = 1,2, and 3, by the 
simple condition 

sgn Re/3 ~-!! 1 = - 1, j = 1,2, ... ,t. (4.31 ) 
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In the forthcoming steps, we obtain the zero odd coefficients 

f33 = f35 = f37 = f39 = 0, 

and the nontrivial contributions 

f3 ij) = p,g/3 P)S, 
f3 ~j) =b[ -16+ (-1 +~/4g3)f3 i j )3], 

f3 
(j) = _1_[~ t:l (j)4 
8 24 6 0

'}/J 2 

(4.32) 

+ (_7_~ _ 1..- g2 _ Sa _ E \t:lij)], 
216 ~ 2 g3 r 

to the physical wave functions 

3 (j) 

(nit/') = L (_l)nAjnP6 

j=1 

xexp(~f3 (j)n2/3 + g2. n1/3) 
2 2 2{3 iJ)g3 

Xexp( - 3f3 ~j)n-1/3 + O(n-2/3»), n> 1. 
(4.33) 

3.t=4 

A knowledge of the first few solutions with increasing t 
simplifies the manipulations in REDUCE-we may incorpo
rate there immediately the relations (4.22), formula 

f3;'-1 = (-l)t+I'(4/gt ) (4.34) 

derived in the second paper of Ref. 11 and further hypoth
eses inspired by the similarities of the preceding solutions. 
We must be careful, of course. In particular, the octic oscilla
tor analog 

t/'~l = ( - l)nnP~J) expqf3 p)n5/8 + Jf3 F)n3/S 

+ Sf3 ij )n l/8 exp( - Sf3 ~j)n-I/S + O(n- 1/4 »), 

n> 1, t = 4, (4.35) 

of (4.33) or (4.2S) shows that an assumption f3s = ° is not 
correct. In detail, Eq. (4.24) with k = 24, 26, 2S, 29, 30, etc. 
leads to the respective sets of coefficients 

f3 ~j) = ( - 4/g4 ) liS, 

f3 (j) - _.l.~ f3 (j)7 
S - 3263 3 , 

f3 (j) - I t:l (j)s( _ ~ ~) f3 (j) _ 11 
7 - nt' 3 g2 16 g4' 8 - -16' (4.36) 

f3 ~j) = _1_f3 ¥)3( _ ~ + 3gzg3 _ Ilg~ ), 
32 3 Sg4 12Srl 

with the scaled coupling gl = 1 again. These formulas are 
very suitable for an analysis of the various kinds oflimits, but 
this is beyond the scope ofthe present paper. 

) (

liFo 
CzF2 . 
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V.SUMMARY 

One of the most efficient numerical approaches to poly
nomial interactions is known to be a diagonalization in the 
standard oscillator basis. In a quasiperturbative, less nu
merical setting, this technique has recently been shown e
quivalent to a systematic algebraic construction of the MCF 
fixed-point approximants. Here, we have succeeded in solv
ing the corresponding nonlinear systems of algebraic equa
tions in a non-numerical manner. Up to the octic anhar
monic oscillators, the explicit asymptotic-series representa
tions of the effective Hamiltonians have been obtained. 

Methodically, the two aspects of the technique deserve 
special attention. First, a similarity in structure of the as
ymptotically degenerate and nondegenerate Hamiltonians 
has been recovered. Conceptually, this makes the whole 
method extremely simple. The present constructions illus
trate also its purely pragmatic efficiency. 

Second, the underlying factorization has been given a 
"final" form-its vectorially partitioned character does not 
necessitate any sparse-matrix assumption anymore. In this 
sense, we believe in its further methodical development, 
especially via the various straightforward extensions of the 
underlying ansatz. 

APPENDIX A: TRIDIAGONAL HAMILTONIANS AS A 
METHODICAL GUIDE 

At the very beginning of the standard Lanczos numeri
cal tridiagonalization of H, we have to pick up an arbitrary 
trial vector 10). Then, by means of its repeated multiplica
tion by the operator H, we may generate the basis, 12 

10 = (lIBoHH 10) - 10) 'Ao], 

Ik+ 0 = (lIBd[Hlk) -lk)'Ak 

-Ik -ocd, k = 1,2,... . (AI) 

The natural condition of orthonormality 

(min) = to, m=/=n, 
1, m = n;;;'O, 

(A2) 

determines all the coefficients in (AI) uniquely. 
The operator H becomes represented by the tridiagonal 

matrix 

H= Bo 

(

AO 

(A3) 

in the basis (A 1 ). As a consequence, we may introduce the 
factorization (2.5), 

1 ) (A4) 
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where the auxiliary quantities Fk have only to satisfy the 
recurrences 

lIFk =Ak -E- Ck+IFk+IBk, k>O. (AS) 

Formally, this enables us to rewrite the secular determinant 
in the factorized form 

det(H -E) = ello Fk) -I. (A6) 

In the computational practice,17 we employ usually the 
truncation of H, 

AN+ I =AN+2 = ... =0, 

C N + I = ... = 0, B N = ... = 0, N -< 1. 
(A7) 

In the limit N -+ 00, this leads to the results equivalent to an 
exact solution. In the present setting, this simplifies also an 
interpretation of recurrences (AS)-we may useFN + I = 0 
as an initial value and identify the quantities Fk with the 
analytic continued fractions, 18 

Fk = (Ak - E - Ck+ IBk/(Ak+ I - E _ ... ))-1. (A8) 

For an arbirtrary finite cutoff parameter N < 00, the 
Schrodinger equation (1.1) possesses a nontrivial solution if 
and only if det(H - E) = O. Here, we may compare Eqs. 
(AS) and (A6) and see that the binding energies will coin
cide with the roots of the analytic continued fractional 
"Green's function" liFo, 

(A9) 

Moreover, we may also omit the regular factor from Eq. 
( 1.1) and, noticing that the first row of the resulting new 
form of our Schrodinger equation 

(
1:;:0 lIF} ... )(~~:~~) (AlO) 

o BI 1~~2 (~~~) = 0 

becomes satisfied identically [cf. Eq. (A9)], we obtain an 
explicit continued fractional formula 

(kl1/') = -Fk Bk _ l (k-111/') 

k-I 
= ( - l)k II BmFm + I' (011/')· (All) 

m=O 
This defines the bound states. 

APPENDIX B: THE FIXED POINT EXPANSIONS 

In practice, a continued-fractional convergence N -+ 00 

is usually very quick. This may easily be understood as a 
consequence of the weakening k dependence of the mapping 
Fk+ I -+Fk (AS) for the increasing indices k> 1. Under such 
an assumption (summarizing in fact just the numerical expe
rience), our knowledge of the large number of quantities 
F N,F N _ I , ... ,Fk + I ,Fk becomes redundant. Indeed, a weak k 
dependence of Fk 's for k> 1 implies that we may expect that 
Fk + I -;:::;Fk may be approximated by a "fixed-point" root 
FLO] of the simple quadratic equation 

lIF1°]=Ak-E-ck+IF1°]Bk' k>O. (Bl) 

An ambiguity of this definition may easily be removed by 
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means of the stability criterion-the physical root of (B 1 ) 
becomes unique. 

In accord with Eq. (A9), the quantity liFo (or, in gen
eral, 11 Fk ) may be interpreted as a component ofthe Fesh
bach effective Hamiltonian.8,9 In a perturbative spirit of Ref. 
7, we may also study the corrections 

F';/) =Fk -FLO]. (B2) 

Indeed, when we rewrite Eq. (AS) in a new form 

lI(F';/) + FLO]) =Ak - E - Ck+ dF}}~ I + FLoll )Bk, 
(B3) 

we may subtract the definition (B11) and eliminate, say, the 
parameters A k - E, 

o/Fl°] )Ffe\) [lI(F}}) + FLO])] 

=Ck+dFfel~1 +Fl°L -Fl°])Bk· 

This may be rewritten as a new rational mapping 

Ffe\) = (afe\) +.0 fel)Ffel~ I )/( yfe\) - Ffel~ I)' k = 0,1, ... 
(B4) 

with the k-dependent parameters 

afe\) = FLO] (FLoL -FLO]), .ofel) = FLO], 

yfe\)= (BkCk+I)-I(A k -E) -FLoll (BS) 

= (Fl°]BkCk+I)-1 +FLO]-FLoll' 

Obviously, the subtraction of the type (B2) may easily 
be iterated. First, we have to specify the higher-order fixed
point approximants F In

] as the roots ofthe generalized Eqs. 
(B1 ), 

FLn] = (afen) +.ofen)FLn])/(yfen) -Fln]), n:>1. (B6) 

Next, we notice a uniqueness of the definition (B6): one of 
the roots represents just a return to the solution discarded in 
the zero-order equation (B 1), Thus assuming that the itera
tions 

Fk = FLO] +FP] + ... +FLn] +Ffen+ I) (B7) 

converge, the smallest roots ofEq, (B6) may be treated as 
"physical. " 

In a way analogous to the derivation of Eq. (B4), we 
may rewrite Eq. (AS) in the equivalent form 

Ffen+ I) = (afen+ I) +.ofen+ \)Ffen++/»/(yfen+ I) 

-Ffen/I\)' k,n>O. (B8) 

This completes our fixed-point (FP) construction of the 
new expansion (B7). Indeed, we obtain the recurrent defini
tions of the relevant coefficients 

Y
(n+ I) _ yen) _ FIn] _ _ A_k_-_E_ 
k - k k+ I -

BkCk+1 

n n 
- ~ ~ Flm]F(/) 
- £.. £.. k k+ I 

m=OI=O 

n 

.0 fen) =.0 fen) +FLn] = L Flm ] (B9) 
m=O 

M.Znojil 146 



                                                                                                                                    

valid for any fixed FP order n and variable index k. In the 
large-n limit, we get 

APPENDIX C: THE VCF/MCF EQUIVALENCE FOR t< (X) 

For the (2t + 1 )-diagonal matrices 

'Ao ell) cIt) 0 

H= 0 o 

o 

B(t) 
k-t 

o 
a block-tridiagonal repartitioning may be introduced, 

e(t) 
k+1 

These relations enable us to prove or analyze the conver
gence of the FP alternative (B7) to the continued fractional 
expansion (A5) in detail. Their generalization to t > 1 is 
straightforward. It may be found elsewhere.7

•
16 

o 

o o , N<:.oo, (Cl) 

(

ao 
bo 

H= 

o 

o 

o 
~), nt+ to =N + 1, 

an 

o 
(C2) 

with the (tk Xtk )-dimensional submatrices ak and to<:.tl = t2 = ... = t. Then, the VCF factorization (2.11) may either be 
partitioned, 

C 
II J{: J H-E= 
hi 12 SI 

dimhk = tk , (C3) . . . . . . 
Un 

or replaced by the new form of the general decomposition (2.5), namely, by the formula 

H-E{ 
cl/l }Cfo 

1 c2/2 1111 . . . . . . 
The related recurrences 

1IIk =ak -E1 -Ck+Jik+lbk, k=n,n -1, ... ,0, 
(C5) 

define simply the (t X t) -dimensional generalization of the 
continued fractions!! in the limit N ...... 00. 

A comparison of Eqs. (C3) and (C4) implies that 

Ik = (hksk)-I, k=n,n-l, ... ,O, 
(C6) 

bm_l=hmum, cm=lmsm, m=I,2, ... ,n, 

so that the MCF quantities become defined uniquely in 
terms of their VCF counterparts. Whenever we require that, 
e.g., (sm ) ii = 1, the opposite is also true for a broad class of 
Hamiltonians. 
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For Schrodinger operators with central potential q(r) and angular momentum I, the behavior 
of the Jost function FI (k) as k-+O is investigated. It is assumed that fO'dr (l + r)" Iq(r) 1< 00, 

where u;;;.1. Situations where q is integrable with 1 <u < 2, but not with u;;;.2 are of particular 
interest. For potentials satisfying q(r) -qor- 2 - E (0 < c< 1) and 1 = 0, the leading behavior of 
Fo(k) and the phase shift 80 (k) as k-+O is derived. Also comments are made on the 
differentiability properties of the Jost solutions with respect to the variable k at k = O. For 
u = 1 Levinson's theorem is proved, thereby clarifying some questions raised recently by 
Newton [J. Math. Phys. 27, 2720 (1986)]. 

I. INTRODUCTION 

In this paper we study the low-energy behavior of Jost 
functions and phase shifts of the three-dimensional Schro
dinger equation with central potential q(r)eL~, where 

Our main concern are potentials that are in L ~ with 
1 <u < 2, but not necessarily in L ~. We were stimulated by a 
recent paper of Newton I on this subject and in particular by 
one result which we recall here briefly. Let FI (k) denote the 
Jost function corresponding to angular momentum 1 
(l = 0,1,2, ... ) and assume that qeL ~ with 1 <u < 2 if 1 = 0 or 
1 <u < 3 if 1;;;.1. Then Newton proved that 

FI(k) =FI(O) +O(k,,-l). (1.2) 

So, if FI (0) = 0, then it is consistent with (1.2) if 

FI(k) =aka+o(k a ), a:;;fO, (1.3) 

for some a>u- 1; this implies that Levinson's theorem 
takes the form 

81 (0) -81(00) =1T(nl +aI2), (1.4) 

where 81 (k) denotes the 1 th phase shift and nl is the number 
of negative eigenvalues for angular momentum I. Thus, if 
a:;;f 1 (I = 0) ora:;;f2 (/;;;.1), we would get a modified Levin
son's theorem. However, we should be aware of the possibil
ity that if we simply treat (1.3) as a special case of ( 1.2) we 
may miss some information that specifically pertains to the 
case when FI (0) = O. Indeed, it is known that if qeL: and 
Fi (0) = 0, then we always have a = 1 whenl = Oanda = 2 
when I = 1. A prooffor 1 = 0 (and a hint of how to proceed 
when 1;;;.1) can be found in the work of Marchenk02 (for 
1 = 0 a proof also follows from Ref. 3, Appendix I). Regard
ing ( 1.2) this leads to the question of whether the given error 
estimate is optimal for the class L ~ and of how the large-r 
behaviorofq(r) is reflected in thesmall-kbehaviorofFI (k). 

The paper is organized as follows. In Sec. II we explain 
the notation, collect some preliminary material, and state 
Lemma (2.1), which is needed in the later sections. The 
proof is given in the Appendix. 

Section III is devoted to the special case of inverse pow
er-law potentials satisfying q(r)_qor- 2

-
E as r-+oo with 

0< c< 1. For 1 = 0 we obtain the leading behaviors of the 
remainder terms in (1. 2) and (1.3) [see Theorem (3.1)]. 
This entails the leading behavior of the phase shift [see Cor
ollary (3.2)] and extends, for 1 = 0, previous results found 
by Keller and Levy,4 who assumed c> 1. There is a corre
sponding conjecture in the paper of Keller and Levy (Ref. 4, 
p. 59), but with the additional restriction that q be repulsive. 
We shall see that q can have arbitrary sign. Furthermore, we 
also consider the case when Fo(O) = 0, which was not done 
in Ref. 4. It seems conceivable to us that results similar to 
those of Theorem (3.1) and Corollary (3.2) can be derived 
for arbitrary 1 (Keller and Levy also allowed 1>0), but we 
have not checked the details. As a by-product of the analysis 
of power-law potentials we obtain precise information on the 
differentiability of the Jost solution/o(k,r) with respect to k 
at k = 0 [see Corollary (3.3)]. This result clearly demon
strates why the Jost solutions cause problems in the analysis 
of Fo (k) if 1 <u < 2, a fact that was also recognized in Ref. 1 
(see Appendix C). 

In Sec. IV we analyze the small-k behavior of Fi (k) 
when FI (0) = 0 for arbitrary potentials with 1 <u < 2 
(I = 0) or 1 <u < 3 (1;;;'1) and we obtain Levinson's theorem 
for u = 1. Our proof makes essential use of Lemma (2.1), 
which allows us to bypass the differentiability problems as
sociated with the Jost solutions. In fact, if Jost solutions are 
used (following the basic reference 5), then the stronger 
condition qeL ~ seems to be unavoidable. This may have led 
to the wrong impression that this condition is actually neces
sary (Ref. 6, p. 23). Other recent proofs/·8 based on Stur
mian arguments, also require that rq(r) be integrable at 
infinity8 or that ,:J q (r) -+ 0 as r -+ 00 [in Ref. 8 the special case 
q(r) _qor- 2 is also considered]. For a review of the subject 
see Bolle.9 As already mentioned, the proofs in Refs. 2 and 3 
work for u = 1, but they are based on the Marchenko equa
tion (and on an inductive argument with respect to I when 
1;;;.1). Our proof is more direct in the sense that it is a refine
ment of Levinson's original proof,1O which needed u = 2 at 
various places. Moreover, our method allows us to control 
the error terms. 
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At the end of Sec. IV, we remark on how our results tie 
in with the threshold behavior of the eigenvaluesll

•
12 when 

they are born from the continuous spectrum as the coupling 
constant is increased. 

Finally, we mention that the methods and results of this 
paper have extensions to the Dirac equation 13 and the Schro
dinger equation on the line. 14 In the latter case we can, for 
example, prove continuity of the S matrix at k = 0 for arbi
trary potentials satisfying a L ! condition on the line. 

II. PRELIMINARIES 

We consider the Schrodinger equation 

-y" + [/(/ + 1)/,-2]y+q(r)y=k 2y (/=0,1, ... ). 
(2.1) 

We always assume that k>O, except in Sec. IV, where we 
need 1m k>O in connection with Levinson's theorem. Let 
Yr (k,r) denote the solution of (2.1) satisfying the boundary 
condition 

Yr (k,r) -r1 + I, as r-O. 

ThenYr solves the integral equation 

Yr(k,r) =Yro(k,r) - I dtgr (k,r,t)q(t)Yr (k,t), 

where 

Yro(r) = r(/ +~)(k/2)-r-l/2r1l2Jr+1I2(kr), 

gr (k,r,t) = !1T(rt) 1/2(Jr + 1/2 (kr) Yr + 112 (kt) 

- Jr + 112 (kt)Yr + 1/2 (kr»). 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

Yr(r) -Drr1 + I, r- 00, 

where 

Moreover, 

Dr =Fr(O). 

(2.11 ) 

(2.12) 

(2.13) 

Also, notice that Yr is square integrable precisely when 
Fr (0) = Oandl =10. The above properties follow easily from 
the integral equation (2.3) and from (2.6). See, also, Ref. 1. 

For our later proofs we need bounds on the difference 
Yr (k,r) - Yr (r). 

Lemma (2.1): Suppose that qeL ! . 
(i) If 1= 0, Fo(O) =10, then 

IYo(k,r) - Yo(r) I <Cc5 r[kr/(1 + kr)]c5 

and if Fo(O) = 0, then 

IYo(k,r) - Yo(r) I <Cc5 [kr/( 1 + kr) ]c5, 

where 0<c5<2. 
(ii) If I> 1, Fr (0) = 0, then 

(2.14 ) 

(2.15 ) 

(2.16) 

For a proof, see the Appendix. Notice the absence of the 
factor r in (2.15) as compared to (2.14). In Sec. IV we need 
to use a second, linearly independent solution Yr (r) of (2.1 ) 
for k = 0 if I> 1, Fr (0) = O. We choose Yr such that YrY; 
- Y;Yr = 1. Then 

Yr (r) -Arr1 + I, r- 00, (2.17) 

where 

Here, J r + 112 and Yr + 112 are the usual Bessel and Neumann 
functions and Yro satisfies Eq. (2.1) with q = O. The Jost (21 + 1)ArAr = 1 (2.18 ) 

function Fr (k) is defined by and 

x fO dr rl/2q(r)H JI~ 112 (kr)Yr (k,r), (2.6) 

where H J I~ 112 = J r + 112 + iYr + 1/2 denotes the Hankel 
functions. 

Moreover, 

(2.7) 

The zero-energy solutionYr (r) =Yr (O,r) will play an impor
tant role in this paper. Its main properties are the following: 
Yr (r) is bounded at infinity if and only if Fr (0) = 0 and in 
that case it obeys 

Yr (r) -Arr- r, r- 00, 

where 

Ar = - _1_ i oo 

dr r1 + Iq(r)Yr (r) =10. 
21 + 1 0 

Combining (2.2) and (2.8) we see that 

IYr(r) I<Cr1 + 1(1 + r) -2r-l. 

(2.8) 

(2.9) 

(2.10) 

Here and subsequently C will denote various constants, al
though not necessarily the same at each appearance. If 
Fr (0) =10, thenYr (r) is unbounded and 
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Yr(r)- - [1(21 + 1)]r-r, r-O. (2.19) 

Hence 

IYr(r)I<Cr- r(1 +r)2r+l. (2.20) 

Equations (2.17) and (2.19) follow easily from the repre
sentation 

Yr (r) = Yr (r) i' dr Yr- 2(r) + PrYr (r), 
'0 

where ro is at our disposal andpr is a suitable constant (de
pending on ro). The asymptotic relations (2.2), (2.8), 
(2.11), (2.17), and (2.19) may all be differentiated. 

III. THE CASE q(I1-Qr-', 0<E<1 (1=0) 

Theorem (3.1): Suppose that, as r- 00, q(r) -qor- 2 - £, 

O<E<1. 
(i) If 0 < E < 1, Fo(O) =10, then, as k -0, 

Fo(k) = Fo(O) + aof!- (i/2)1T£Fo(0)k £ + o(k £), (3.1) 

where 

0 0 = - q02£(E(E + 1))-lr(1 - E). (3.2) 

(ii) IfO<E<I,Fo(O) =O,then,ask-O, 

Fo(k) = -ikAo + iAcPof!-(i/2)1T£2-£k£+1 +O(k HI ). 

(3.3) 
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(iii) If E = 1, then, as k--+O, 

k {
Fo(O) - iqoFo(O)k In k + o(k In k), Fo(O) #0, 

F. ( ) = 
o _ ikAo + (AoI2)qok 2ln k + o(k 2ln k), Fo(O) = o. 

(3.4a) 

(3.4b) 

Relation (3.1) shows that in any classL q , l<u< 2, we can find aq such thatFo(k) - Fo(O) vanishes likekq
-

I + /j, with/) > 0 
as small as we wish. In this sense, whenFo(O) #0, the remainder estimate in (1.2) is optimal. Theorem (3.1) has the following 
implications about the phase shifts. 

Corollary (3.2): Under the assumptions of Theorem (3.1), ifO<E < 1, then 

~ k {aokE Sin(1TE/2) +o(k E), Fo(O) #0, 
uo( ) = 

1T/2-a02- Ek Esin(1TE12) +o(k E), Fo(O) =0, 

and, if E = 1, then 

/) (k) = {qok In k + o(k In k), Fo(O) #0, 
o 1T/2 - (qol2)k In k + o(k In k), Fo(O) = o. 

These relations are all understood to hold mod(1T). Corol
lary (3.2) follows from Theorem (3.1) and (2.7). 

Proof of Theorem (3.1): (i) Fo(O)#O, O<E< 1. We 
break the integral in (2.6) into three parts: 

Fo(k) = Fo(O) + 1"" dr(e1kr - 1 )q(r)yo(r) 

+ 1"" dre1krq(r)(yo(k,r) - yo(r»), (3.7) 

where we have also used (2.12) and (2.13). We denote the 
first integral on the rhs by II and the second by 12 , Consider
ing II' it is easy to show that the leading behavior of II as 
k -+0 is determined completely by the asymptotic forms for q 
and Yo as r-+ 00. On substituting Dar for Yo and qor- 2 - E for 
q(r) and changing variables, u = kr, we obtain 

II=kED~o i"" du(el"-1)u- I - E+o(k E). (3.8) 

Next we consider 12, For 1=0, (2.3) reads as 

sinkr 1 i r 
• Yo(k,r) = -- + - dt sm k(r - t)q(t)Yo(k,t) 

k k 0 

and 

yo(r) = r + L dt(r - t)q(t)yo(t)· 

From this we deduce that 

Yo(k,r) - yo(r) 

jsin kr )( r ) = , \ -,;,:- - 1 1 + Jo dt q(t)yo(t) 

sin kr i r 

+ -- dt (cos kt - l)q(t)yo(t) 
k 0 

- - (cos kr - 1) dt sin ktq(t)yo(t) 1 ir 

k 0 

- - dt(sin kt - kt)q(t)yo(t) 1 ir 

k 0 

(3.9) 

(3.10) 

+ - dt q(t)sin k(r - t)(Yo(k,t) - yo(t»)· 1 i r 

k 0 
(3.11) 
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(3.5a) 

(3.5b) 

(3.6a) 

(3.6b) 

'We denote the five terms on the rhs by AI(k,r), ... ,As(k,r), 
respectively. Upon inserting A I (k,r) into the expression for 
12, we see that 

1"" dre1krq(r)AI(k,r) 

= k ED~o f" du el"e
i
: u - 1)U -E-I + o(k E). 

(3.12) 

Next we estimate A2, A 3, and A 4 • Let {3e(E,2E). By using 
elementary estimates we deduce that 

IAj (k,r) I <CkPrl +P12 L dt Iq(t) It PI2 !Yo(t) I 

<CkPrl +PI2, j = 2,3,4, (3.13) 

on account of the linear growth of Yo' This, in turn, implies 

11"" dre1krq(r)Aj(k,r) I <Ck P, j=2,3,4. (3.14) 

The term A s (k,r) is estimated by using (2.14) with /) = {3, so 
that 

IAs(k,r)I<CkPrl +P12 L dt Iq(t)lt I +P12 

and thus 

11"" drelkrq(r)As(k,r) I <Ck P. (3.15) 

Thus the contributions from A2 through As to 12 are O(kE). 
Adding (3.8) and (3.12) and computing the remaininginte
gral yields the second term on the rhs of (3.1 ) . 

(ii) Fo(O) = 0,0 <E < 1. We again use (3.7). Since now 
Yo is bounded at infinity, we obtain, using (2.8) and (2.9), 

II = - ikAo + kH IA~o 

,1"" du(eI"-1-iu)u- E- 2+o(kHI). (3.16) 

In this case, however, A I ( k,r) does not contribute to the 
kE + I term. In fact, since Do = 0, we can write 

(
sin kr ) ("" A I (k,r) = - r -,;,:- - 1 J dt q(t)yo(t) (3.17) 

and thus 
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IAI (k,r) I <Ck Yr l/2 + yI2 LX> dt Iq(t) It 112+ yI2IYo(t) I, 

(3.18) 

where 1 + €<r<min (2,1 + 2€), so that the contribution 
of Al to 12 is O(kY ). Also, we have 

IA. (k,r) I <Ck Yr ll2+ yI2 r dt Iq(t) It 112+ YI2IYO(t) I, 
J Jo 

j = 2,3,4, (3.19) 

and a similar estimate for As in view of inequality (2.15) 
with 8 = r. Thus the contributions from A I through As to 12 
are O(kY ) = o(kH I). Evaluating the integral in (3.16) 
yields (3.3). 

(iii) If € = 1, Fo(O) #0, then 

11 = - iqoDok In k + o(k In k). (3.20) 

Moreover, 

Loo dreikrq(r)AI(k,r) 

D "Loo d iu sin u - u O(k) 
- ~O'" u e 3 = . 

o u 
(3.21) 

The contributions from A2 through As are O(J!l), PE( 1,2). 
Remembering (2.13), we arrive at (3.4a). If Fo(O) = 0, 
then 

II = - ikAo + (AoI2)qok 2ln k + o(k 2ln k). (3.22) 

In the estimates for Aj (j = 1, ... ,5) we may, of course, 
choose r = 1 + € = 2 [see (3.18)] and we see that 
12 = O(k 2), whence (3.4b). Theorem (3.1) is proved. 

Next we turn to the differentiability properties of the 
Jost solution 10 (k,r) at k = 0, where/o(k,r) denotes the so
lution of (2.1) defined by the boundary condition 

(3.23 ) 
r~ 00 

Corollary (3.3); Assume that q(r) _qor- 2- E as r-+ 00, 

0<€<1 (qo#O). Then/o(k,r) is differentiable at k = 0 if 
and only iflo(O,r) = o. 

Proot For any r = ro>O we have 

/o(k,ro) = eikro + i oo 
dt eiktq(t)y(k,t;ro), (3.24) 

ro 
where y(k,r;ro) solves (2.1) for r>ro with y(k,ro;ro) = 0, 
y'(k,ro;ro) = 1. The integral (3.24) can be analyzed in the 
same way as the integral (3.7) and we obtain the analog of 
Theorem (3.1) with respect to the interval r>ro. In other 
words, Io(k,ro) is differentiable at k = 0 if and only if 
Io(O;ro) = 0, which is the assertion of Corollary (3.3). Un
der the stronger assumption that qEL ~, we know that 
Io(k,r) is continuously differentiable with respect to k at 
k = 0 for any r. I 

IV. THE CASE F,(O)=O, LEVINSON'S THEOREM, AND 
THRESHOLD BEHAVIOR 

Here we prove the following theorem. 
Theorem (4.1): Suppose that qEL ~ and that (i) 1=0, 

Fo(O) = 0,1<0-<2, then, as k-+O, 

Fo(k) = - iAok + o(k"); (4.1) 
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or (ii) I> 1, F/ (0) = 0, 1<0-< 3, then, as k-+O, 

F,(k) = c/k 2 

where 

{
O(k"+ I), 1<0-<3, 1>2 or 1<0-<2, 

+ O(k 3
), 2<0-< 3, 1=1, 

(21 + I)A l 

1= 1, 

(4.2) 

(4.3) 

Here and subsequently ( , ) denotes theL 2 inner product and 
1111 denotes the L 2 norm. In ( 4. 3) F/ (k;ll.) is the J ost function 
for (2.1) with q replaced by..tq (..tER). The second equation 
in (4.3) allows us to establish the connection with the 
threshold coupling constant behavior of the eigenvalues (see 
below). 

Proot (i) For I = 0 we need only look back at the proof 
of Theorem (3.1), Eq. (3.7). We have 

II = iAok + Loo dr(eikr - 1 - ikr)q(r)yo(r). (4.4) 

The integrand is O(k 2) and dominated by 
Ck"r"lq(r)llYo(r)l; hence by dominated convergence the 
integral is o(k"). Thus 

II = - iAok + o(k"). (4.5) 

From (2.15) with 8 = 0-, 

II21<Ck" Loo drlq(r)IC; krY, 

so again by dominated convergence [since Yo(k,r) 
- yo(r) = O(k 2) for fixed r], 

12=o(k"). (4.6) 

This eStablishes (4.1). 
(ii) The case when I> 1 is complicated by the fact that 

part of the leading contribution comes from the analog of 12 , 

We begin by splitting F/ (k) as 

F/ (k) = alk / + 112 LOO dr rI/2q(r)(H p~ 112 (kr) 

- (I) - H / + 112 (kr»)Yl (r) 

+ alk 1 + 112 LOO dr rI/2q(r)(H p~ 112 (kr) 

- (I) - H / + 112 (kr»)( y/ (k,r) - Yl (r») 

+ a,k / + 112 LOO dr r I/2q(r) 

XHP~ 112 (kr)(Yl(k,r) - Yl(r») (4.7) 

and we denote the three terms on the rhs by B I' B2, and B3, 

respectively. Here 

a l =i1r2-/- 3I2(r(l +m-I (4.8) 

andH ~1J. 112 (kr) is the leading term ofH ~1J.1I2 (kr) as r-+O, 
i.e., 

H- (I) (kr) -P (kr)-l-1I2 
1 +112 - 1 , 

where 
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PI = 11(21 + l)a l· 

Then 

IH P..t 112 (kr) - H?..t 112 (kr) I 
.;;.c(kr) -I +3/2(1 + kr)I-2. 

(4.10) 

( 4.11) 

We consider B2 first. Upon inserting (4.11) and (2.16) into 
B2 we see that 

IB I<Ck4 i'" dr rlq(r)1 
2 0 (1 + kr)3 

i

'" (kr)3-U 
.;;.Ck u+ I 0 dr ~Iq(r) I--=--.....:.....-~ 

(1 + kr)3 

To analyze B 1> we expand H } ~ 112 one tenn further: 

H?..t 112 (kr) = PI (kr) -1-112 

( 4.12) 

+ YI (kr) -I + 312 + RI(kr), (4.13) 

where 

YI =PI/2(2/- 1). (4.14 ) 

Now, RI (k,r) obeys the following estimates. For 1 = 1, 

IRI (k,r) I .;;.C(kr) 3/2(1 + kr) -I (4.15) 

and, for t~2, 

IR I (k,r)I.;;.C(kr)712-1(1 + kr)I-4. ( 4.16) 

By using (2.10) it is easy to see that the contribution from 
RI (k,r) to BI is O(k 3) if 1 = 1 and O(k 4) if 1>2, provided 
only (T = 1. Splitting off the leading tenn, we obtain 

2 i'" -2-1 {O(k
3

), 1 = 1, 
BI =alylk 0 dr, q(r)YI(r) + O(k 4), 1>2. 

( 4.17) 

It remains for us to consider B3• We make use of another 
representation for YI (k,r), which we obtain by applying the 
variation of parameter fonnula to (2.1), namely 

YI (k,r) = YI (r) + k 2UI (r) + TI (k,r), 

where 

UI (r) = f dt hi (r,t)YI (t), 

hi (r,t) = YI (r)YI (t) - YI (r)YI (t), 

and 

( 4.18) 

(4.19) 

( 4.20) 

TI (k,r) = k 2 f dt hi (r,t)( YI (k,t) - YI (t». (4.21) 

HereYI is the solution discussed in Sec. II, (2.17)-(2.20). 
From the plOperties ofYI andYI we infer that 

Ihl(r,t)I.;;.C,'+lt-l, t.;;.r, 
- 2-1 I uI(r) - -Alltvlll r +, r- 00, 

(4.22) 

(4.23) 

B3 = alk 1+ 1/2 L'" dr r I/2q(r)HI + 112 (kr) 

X(YI(k,r) _YI(r»)+alkl+1I2lR drrI/2q(r) 

XHI + 1I2 (kr)(YI(k,r) -YI(r»)=JI +J2. (4.26) 

The tenn JI is estimated by means of (2.16) and (4.9): 

IJI I';;'Ck 2 L'" drrlq(r)1 

.;;.Ck l + u L'" drr""lq(r) I =o(k u+ I ) . (4.27) 

Now we writeJ2 [using (4.9)] as 

J2 = alP Ik 2 i
R 

dr q(r)r-Iul (r) 

+alPI lR drq(r)r-ITI(k,r). (4.28) 

We split the second integral in Eq. (4.28) into two, with one 
going from 0 to R 1/2 and the other from R 1/2 to R and esti
mate them by using (4.25): 

liR drq(r)r-ITI(k,r) I 

.;;.Ck(Hu)/2 r drlq(r)l~ 
+Ck u+ 1 (R drlq(r)I~=o(ku+I). 

JJR 
(4.29) 

We write the first tenn on the rhs of ( 4.28) as 

ad3lk2l'" drq(r)r-IuI(r) 

- a lP lk
2 L'" drq(r)r-Iul(r) (4.30) 

and observe that here the second tenn is bounded by [use 
(4.23) ] 

Cku+ I L'" drlq(r) I~ = o(ku+ I). (4.31) 

Thus 

B3 = alPlk2l'" drq(r)r-IuI(r) + o(ku+ I). (4.32) 

Thus from (4.12), (4.17), and (4.32) we obtain (4.2) with 

CI = alYI i'" dr r -lq(r)YI (r) 

(4.33) 

UI (r) -const,' + 3, r-O. (4.24) We must still transfonn CI into (4.3). To this end, we 

Moreover, by (4.22) and (2.16) we obtain the bound 

I TI (k,r) I .;;.Ck 4,' + 3. (4.25) 

Now we put R = 11k and write 
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observe that 

(4.34) 

Upon multiplying Eq. (4.34) by r -I and integrating by 
parts twice, we obtain the relation 
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lOO drr-y/(r) = (21 + I)A/IIY/1I2 

+ loo dr q(r)r-/u/ (r). (4.35) 

The first tenn on the rhs comes from r = 00 because of 
(4.23) and (2.8). In a similar manner we deduce from Eq. 
(2.1) with k = 0 that 

2(1 - 21) loo dry/ (r)r-/ = loo dr q(r)y/ (r)r -I. 

(4.36) 

By using (4.36), (4.35), (4.8), (4.10), (4.14), and (2.18) 
we obtain 

(4.37) 

which is the first relation in (4.3). To establish the second 
relation in (4.3) we proceed as follows. Let G/ denote the 
integral operator having kemelg/(O,r,r'). Then (2.3) for 
k=Obecomes 

y/ =I+I_G/qy/. (4.38) 

Since F/ (0) = 0, i.e., D/ = 0, we also have 

y/ =A/r-/ - Grqy/, (4.39) 

where G r is the adjoint of G/. Now we introduce a coupling 
constant II. [i.e., we replace q by ILq in (2.1)] and denote the 
corresponding zero-energy solution and Jost function by 
y/(r;..i.) and F/(k;..i.), respectively. We have that 
y/ (r;l) = y/ (r) andF/ (k;l) = F/(k),F/ (0;1) = O. We also 
put 

ay/ I Yi-,) .. (r) = - (r,z) , , az Z=A 
( 4.40) 

aF/ I F/-A (k) = - (k;Z) . , az Z=A 
(4.41) 

Then by (2.6) and (2.12), 

FH (0) = _1_Loo drr-/q(r)y/(r) 
, 2/+10 

+ -- dr r-/q(r)YH (r) 1 Loo 
21 + 1 0 ' 

= -1 + -- drr-/q(r)YH (r), (4.42) 1 Loo 
2 + 1 0 ' 

Y/;I = - G/qy/ - G/qY/;I' (4.43) 

From Eq. (4.43) Y/;I can be obtained by iteration. To sim
plify the notation in the following calculations, we freely use 
the notation (j,g) even iffandgare not inL 2, butfgisinL I. 

Then, by (4.38), (4.39), (4.43), and (2.9), 
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A/ (qr-/,y/;I ) = (q(1 + G rq)y/,y/;I ) 

= «(1 +qGr)qy/,y/;I) 

= (qy/ (1 + G/q)Y/;1 ) 

= - (qy/,G/qy/) 

= (qy/,y/) - (qy/,I + I) 

= (qy/,y/) + (21 + 1 )A/. 
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(4.44) 

Thus 

F/;I (0) = (qy/,y/ )/(21 + l)A/ (4.45) 

or 

(4.46) 

which is the desired second fonn for c/. The proof of 
Theorem (4.1) is complete. 

Relation (4.45) also holds when I = 0 [recall that Yo is 
bounded so that (llYo,Yo) exists]. 

The proof of part (i) given here is a simpler version of a 
proofthat appears in Ref. 15. 

A. Levinson's theorem 

Since if F/ (0) = 0, then k -IFo(k) or k -2F/ (k) (/> 1) 

tends to a finite limit as kW and F/( -k) = F/(k); the 
same limits are approached as k to. Moreover, F/ (k) is ana
lytic for 1m k > 0 and continuous for 1m k>O. Then by a 
Phragmen-Lindelof theoreml6 (the required exponential 
bound is established easily) these same limits are ap
proached as k-+O from the upper half-plane. Hence by the 
usual contour argument, the contribution from the point 
k = 0 leads to a = 1 (/ = 0) or a = 2(/> 1) in (1.4) [when 
F/ (0) = 0] and the ordinary Levinson theorem holds. 

B. Threshold behavior 

Suppose that qeL: and F/ (0; 1) = O. Upon expanding 
F/ (k;..i.) near k = 0 and II. = 1 (F/ is analytic in II. ) and using 
(4.1), (4.2), and (4.46) we conclude that there is a function 
k(lL) obeying 

and 

F/(k(IL),IL) =0 (4.47) 

k(lL) = - iA C;2(qyO,yO)(II. - 1) + 0(11. - 1), 1 = 0, 
( 4.48) 

k(lL) = i[ I (qy/,y/) 11/2 IllY/II] (II. - 1) 1/2 

+ 0«11. - 1) 1/2), I> 1. (4.49) 

Since (qy/,y/) <0 (4.47) means that k 2(1L) is a negative 
eigenvalue ofEq. (2.1), converging to 0 as II. ll. The manner 
in which it does so is, for I> 1, in agreement with a general 
theorem found by Simon 12 and, for I = 0, consistent with 
related results ll but at least u = 2 was required in Ref. 11. 

Note added in proof; We were unaware of the book by V. 
V. Babikov [The Variable Phase Method in Quantum Me
chanics (Nauka, Moscow, 1968) (in Russian) ].It contains 
some results about the low-energy behavior of the phase shift 
for inverse power-law potentials (p. 121). We wish to thank 
D. Bolle and F. Gesztesy for pointing this reference out to us. 
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APPENDIX: PROOF OF LEMMA (2.1) 

(i) Clearly, it suffices to prove (2.14) and (2.15) when 
{) = 2. Since a proof of (2.14) is given in Ref. 1 we omit it 
here. Thus we tum to the case Fo (0) = O. Here we use the 
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decomposition (3.11) along with (2.12) and (2.13) 
Do = 0) and rewrite the term A I (k,r) as 

AI(k,r) = - r ei~:r - 1) Loo dtq(t)Yo(t). 

Thus 

IA I (k,r)I<C[kr/(1 +kr)]2. 

(i.e., 

(AI) 

(A2) 

Similarly, we easily see by means of elementary estimates 
such as Isinz - zl<cz3/( 1 + z)2andby using the monotoni
city of z/l + z that 

IAj (k,r) I <C [kr/(1 + kr) f, j = 2,3,4. (A3) 

Also, 

IAs(k,r) 1< __ r_ dt Iq(t)IIYo(k,t) - Yo(t) I· C iT 
1 + kr 0 

(A4) 

Thus, letting u(k,r) = Yo(k,r) - yoU), we have 

IU(k,r)l<c(~)2 +c_
r
_ r dtlq(t)llu(k,t)l. 

l+kr l+krJo 

By applying Gronwall's lemma, we obtain 

lu(k,r)I<C [kr/(1 + kr) ]2, 

whence (2.15). 

(AS) 

(A6) 

(ii) The proof is similar in spirit to case (i). By using 
DI = 0, we may write 

YI(k,r) - YI(r) = II + ... + Is, 

where 

(A7) 

II = - 21- 1I2r(/ + l/2)k -1-1I2r l/2(J/+ 112 (kr) 

- JI + 112 (kr») LOO dt t -lq(t)YI (t), (AS) 

- !!... r dt(rt) 1/2JI + 112 (kr)(YI + 112 (kt) 
2 Jo 

- YI + 112 (kt»)q(t)YI(t), 

13 = !!... r dt(rt)I/2(YI + 112 (kr) 
2 Jo 
- YI + 112 (kr») JI + 112 (kt)q(t)YI (t), 

14 = !!... r dt(rt)I/2YI + 112 (kr)(JI + 112 (kt) 
2 Jo 

(A9) 

(A1O) 

- JI + 112 (kt) )q(t)YI (t), (A11) 

Is= - fdtgl(k,r,t)q(t)(YI(k,t)-YI(t»), (A12) 

and where JI + 112' YI + 112 denote the leading parts of 
JI + 112' YI + 112 as r-+ 0, respectively. Explicitly, 
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JI + 112 (kr) = (r(/ + m- l (kr/2)1 + 112, (A13) 

YI + 112 (kr) = _21 + 1I21T- Ir(/ + l/2)(kr)-I-I12. 
(A14) 

We note the estimates 

IJI + 112 (z)I<Czl +112(1 +Z)-I-I, z>O, 

IJI + I12 (Z) -JI + 112 (z)I<Ci +5/2(1 +Z)-2, 

(A1S) 

(A16) 

I YI + 112 (z) - YI + 112 (z) I<Cz- I + 312(1 + Z)I-2, (A17) 

IgI(k,r,t) I<Ck -I [kr/(1 + kr)]1 + I 

X[kt/(1+kt)]-I, t<r. (AlS) 

By using these estimates and (2.10) we can check that 

II;I<Ck 2[r/(1 +kr)]I+I, ;= 1, ... ,4. (A19) 

Using (A1S) to estimate Is and letting UI (k,r) 
= YI (k,t) - YI (t) we obtain 

IUI(k,r)I<Ck2 _r_ +Ck- I __ r_ ( )
1 + I ( k )1 + I 

l+kr l+kr 

i T ( kt )-1 X dtlq(t)1 -- lUI (k,t) I· 
o 1 + kt 

(A20) 

Hence by Gronwall's lemma, 

lUI (k,r) I <Ck 2 [r/(1 + kr)]1 + I. (A2l) 

This proves Lemma (2.1). 
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An algebraic fonnulation of the problem of three particles in one dimension is given, where the 
particles interact with delta function potentials of arbitrary strength and have almost arbitrary 
mass. An algebraic fonnulation is taken to mean that the steps implied from fonnulation to 
solution involve finite algebra. The canonical example is equal mass particles interacting with 
equal strength delta function potentials, where the Bethe ansatz holds and the solution involves 
only sums of products of matrices with elements that are rational functions of a complex 
variable. When the Bethe ansatz fails the Sommerfeld diffraction ansatz is satisfied if a 
condition of internal consistency is met. This condition of internal consistency requires the 
solution to a Riemann-Hilbert functional equation with an algebraic coefficient. The solution 
to this functional equation is an analytic, but not generally a meromorphic function. It is 
demonstrated that an asymptotic solution may be constructed within the domain of algebraic 
functions. 

I. INTRODUCTION 

We shall consider here the quantum system of three par
ticles of arbitrary mass in one dimension interacting with 
delta function potentials of arbitrary strength. Our goal is to 
show that these problems are exactly solvable. We shall take 
"exactly solvable" to mean that all of the algebra implied 
between fonnulation and solution is finite and therefore 
may, in principle, be evaluated. We take "exactly solved" to 
mean that this evaluation has been carried out. We shall 
leave the exact solution of various cases to subsequent work. 

If the masses of the particles are equal and the delta 
function strengths are equal the problem is solvable. 1 The 
algebra of the problem is factorized by the Bethe ansatz. 
Gaudin2 has extensively studied the problems solved by the 
Bethe ansatz technique. These problems are essentially all of 
the exactly solvable models of particle mechanics and statis
tical mechanics. 

The Bethe ansatz technique is so pervasive in the exactly 
solvable models of mathematical physics that the algebraic 
consistency condition of the ansatz has been referred to as a 
condition of solvability, or a condition of complete integra
bility. The implication is that should the condition fail to be 
met, the problem is unsolvable. We shall demonstrate that 
for the class of problems under study here, this implication is 
incorrect. 

Examination of the details of the factorization of the 
equal mass equal strength delta function problem helps to 
illuminate the true algebraic meaning of the Bethe ansatz 
consistency condition. Gaudin2 provides a careful study of 
this point, which we briefly summarize here. 

The Bethe ansatz of the equal mass, equal strength delta 
function problem assumes that the state function ofthe par
ticles is given by a set of occupation numbers of plane wave 
states, and that these occupation numbers change according 
to two-particle amplitUdes only when the coordinate separa
tions of the pairs of particles reverse. 

Consistency of this assumption is established by show
ing that the values of the occupation numbers for any pennu
tation of the particles in state A (some pennutation of the 
order of the particles along the line) conditioned upon given 
occupation numbers in state B is independent of the path 
taken from A to B. This consistency condition is often called 
a "star-triangle relation." 

If a star-triangle relation is satisfied the problem is ex
actly solvable because the algebra required is finite. When 
the Bethe ansatz is satisfied the computation of the occupa
tion numbers involves only a finite number of mUltiplica
tions and additions of functions of parameters and dynami
cal variables. These algebraic operations, often called 
"transfer matrix methods," may, in principle, be carried out 
completely. Baxter3 offers examples of problems solved by 
this technique. 

In the case of three particles interacting with delta func
tion potentials this consistency condition is satisfied only if 
the masses of the particles and the strengths of the delta 
function potentials are all equal. There are two results in the 
literature where the problems are exactly solved and the 
Bethe ansatz fails. The authors4 analyzed an impenetrable 
case, where the three interacting particles were of arbitrary 
mass, but constrained to be in a fixed order along the one 
dimension. Gaudin and Derridas analyzed a case where all 
masses are equal, two delta function strengths are equal, and 
one delta function is of zero strength. 

In general outline this formulation will follow that of 
Ref. 4. In Sec. III we make an ansatz, the Sommerfeld6 dif
fraction ansatz. It is an assumption of this ansatz that the 
analog of the occupation numbers are members of a certain 
class of analytic functions of the independent variables. 

In Sec. IV we find that these occupation numbers satisfy 
a set of matrix difference equations. As in transfer matrix 
methods, a finite number of algebraic steps is required from 
the fonnulation to the solution of these difference equations. 
These algebraic steps are indicated in Sec. V. Many of the 
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algebraic steps indicated cannot be done with pencil and pa
per by a human being. Computer assistance is required. 

Generally, we will only indicate what algebra is to be 
done. Much of the mathematical justification for the indicat
ed computations is left to later publication. 

The Sommerfeld ansatz also requires that a condition of 
internal consistency be satisfied. This consistency condition 
requires that the analytic functions involved satisfy a Rie
mann-Hilbert functional equation. Functional equations of 
this type appear in Refs. 4 and 5, but the methods used in 
their solution are inadequate to deal with the algebraic struc
ture of the general problem. 

The methods developed in Sec. V are applicable to a 
class of problems where the problems of Refs. 4 and 5 appear 
as special cases. The sense in which these cases are special is 
algebraic. They are separated from the general case by being 
cases where the coefficient of the Riemann-Hilbert func
tional equation is an algebraic function whose Riemann sur
face is topologically genus zero or one. The genus of the 
algebraic coefficient of the general case can be any integer, 
and the whole character of the solution changes abruptly. 

The solution to the matrix difference equations is most 
easily achieved in a particular basis. This basis is not the 
most convenient for the usual boundary conditions for parti
cle scattering. Section VI deals with the form of integrals of 
the Sommerfeld ansatz that transform the solutions of the 
matrix difference equations into the amplitudes for physical 
processes. Section VII shows how to explicitly calculate 
those amplitudes for asymptotic boundary conditions. 

II. FORMULATION OF THE PROBLEM 

The Hamiltonian for three particles of masses m I' m 2, 

m3, interacting with delta function potentials of strength g I' 
g2,g3' is 

222 

H=~+~+~ 
2ml 2m2 2m3 

+gI8(x1 -x2) +g28(x2 -x3) +g38(x 1 -x3)· 

Several papers l
,5 give the details of a transformation to the 

center of mass that reduces the problem to one with two 
independent variables. We will not repeat the transforma
tion or its attendant algebra here, but will just remind the 
reader of the result. 

The stationary state problem to be solved is 

(V2 + k 2 )'I' = 0, 

except upon lines in the two-dimensional state space where 
the delta function potentials act. These lines are shown in 
Fig. 1. The important features are as follows. 

( 1) Each wedge corresponds to an ordering of the three 
particles along a line. The angle of opening of the wedge de
pends upon this ordering and upon the masses of the three 
particles. 

If m l, me' mr correspond, respectively, to the three 
masses in order left, center, right, the angle of opening of the 
corresponding wedge is 

a = tan -I [ (ml + me + mr )mJmlmr ] 1/2. 

(2) Delta function boundaries lie along radial lines 
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~potential between 
particles 1 &2 

FIG. 1. The two-dimensional state space in the three-particle center of 
mass. 

where the wave function is nonanalytic. 
By integrating the differential equation along a line per

pendicular to the boundary it is found that on this boundary 
the wave function satisfies a two-sided boundary condition. 
There is a discontinuity in the normal derivative that is equal 
to the value of the wave function times the strength of the 
delta function on the boundary, i.e., 

a'l'l - a'l'l = '1'(0) an + an _ gk , 

where gk is the strength of the delta function along the k th 
boundary. 

III. THE SOMMERFELD ANSATZ 

A. The state function 

We now make the Sommerfeld diffraction ansatz.6 We 
assert that in each wedge between the delta function poten
tials the solution may be written as a path integral of the 
form 

'I'(r,Ok) = lFk(W,Ok)eikrCOswdW, 

where F(W,Ok) is an analytic function of the two variables 
W,Ok' The contour integral is computed over a path in the 
complex w plane which must be chosen to justify the follow
ing manipulations. 

(1) We wish to replace differentiation with respect to r 
with differentiation with respect to w under the integral sign, 
and integrate by parts. 

To justify this operation we require that the contour 
pass to infinity in two different places in the complex w plane 
and that the integral along this contour does not diverge. 
Under this restriction the partial differential equation in r, 
Ok is satisfied if 

a2F a2F 
---=0 aw2 ao~ , 

which implies that 

F=Gk(w+Ok) +Hk(w-Ok ), 
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r The Contour C ~ 

• 
0 1t 21t 

FIG. 2. The basic contour. 

where Gk (x), Hk (x) are analytic functions of the single 
variable x. Here Gk and Hk are different functions in each 
region of the two-dimensional state space. 

Under the same conditions it is possible to move the 
operation of differentiation with respect to the normal to a 
radial line to an operation under the integral. By the same 
sequence of operations (i.e., differentiate under the integral 
sign and integrate by parts) it may be shown that 

c1'I' c1'I' 
-=--an raOk 

= ik L sin w[G(w + Ok) - H(w - Ok )]eikrCOSW dw. 

(2) We wish to be able to perform the integrals over G 
and H independently in either the calculation of \fI or its 
normal derivative. 

This requires that as Ok varies through real values, no 
pole or branch of either G or H is crossed by the contour. We 
anticipate that all of the singularities of these functions will 
be at some finite distance from the real axis (i.e., none will be 
at infinity), and therefore we choose the contour so that it 
bypasses all of the singularities by always being greater than 
this distance from the real axis. 

Figure 2 shows a contour in the complex w plane that 
satisfies both of these constraints. There are infinitely many 
other such contours, where w ..... w + 2mr in the upper half
plane, and w ..... 2hr - w in the lower half-plane. 

B. Probability flux conservation 

The Sommerfeld ansatz assumes that we may write an 
integral representation of a solution 

\fI(r,O) = L G(w)eikrcos(w-O) dw + L H(w)eikrcos(w+O) dw, 

where \fI, G, and H are all column vectors each of whose 
elements are associated with one of the regions of state space. 

The probability flux through a circle whose center lies at 
the center of mass in state space is proportional to the flux 
matrix 
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where the X indicates the outer or tensor product of the 
column vectors. 

The integral representation of this flux matrix contains 
several terms, each of which has a O-dependent scalar kernel. 
A typical form for this kernel is 

K(O) = {cos(w - 0) + cos(w' - e)} 
xe1kr{cos(W- 0) - cos(w' - O)}, 

which may be rewritten as 

K(O) = 2 cos(!(w + w') - 0) 

Xe - 2ikrsin(1I2(w- w'»)sin(1I2(w+ w') - 0). 

Thus, for all cases, the probability flux matrix contains a 
scalar term of the form 

K(O) = df eiA/tO) 
dO ' 

wherefis either sin 0 or cos O. It is therefore true that 

f1TK(O)dO = 0, 

which provides a flux conservation theorem. 
If a Sommerfeld integral representation exists, the flux 

into a full circle centered at the center of mass is zero. The 
probability to be within that circle is constant. 

IV. FORMULATION OF THE DIFFERENCE EQUATIONS 

A. The flrst difference equations 

In order to present a single consistent formulation that 
is suitable for almost any masses of the particles and any 
strength of the delta function potentials, we shall study a 
generalization of the problem as presented. 

Instead of the wedge structure of Fig. 1 with six wedges 
ofvarying angles, we consider a structure in which the circle 
is tesselated into N regions where the angle of opening is the 
same in each wedge, namely 2TTIN. We further assume that 
N is an even integer N = 2m, and therefore the angle of open
ing ofis each wedge is TTlm. Each pair of regions is separated 
by a delta function barrier, where the two-sided boundary 
condition must be satisfied. Each delta function boundary 
has associated with it a strengthgk , where O<k<N - 1. 

It is assumed that this tesselation represents no restric
tion, since any masses and strengths will fall arbitrarily close 
to this arrangement, provided that we make N sufficiently 
large and choose the appropriate delta function strengths to 
be zero. 

The column vector \fI k is to be represented as 

\fIk(r,Ok) = L[G(w+ok ) +H(w-Ok)]eikrcosWdw, 

(4.1 ) 

where each value of k is identified with one of the regions of 
the state space. The normal derivative is given by 

c1'I' c1'I' 
-=--an r aOk 

= ik LSin w[G(w + Ok) -H(w - Ok) ]eikrCOSW dw. 
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Region k+1 

Boundary k+2 

Region k 

FIG. 3. Coordinate choices for two consecutive regions. 

We will also choose the direction of increasing Ok to 
alternate from wedge to wedge, as indicated in Fig. 3. This 
introduces an artificial but convenient distinction between 
even boundaries and odd boundaries. (See Fig. 3.) 

The delta function boundary condition is applied suc
cessively at each boundary. The function and normal deriva
tive integral representation of the Sommerfeld ansatz pro
duce a set of equations that must be satisfied by the analytic 
functions Gk and H k • We write a typical pair of equations 
assuming that boundary k separates region k from k - 1 and 
that k is even. 

( 1) For continuity of the wave function, 

Gk(w) +Hk(w) =Gk_I(W) +Hk_dw). 

(2) For discontinuity of the normal derivative, 

2ik sin w{Gk (w) - Hk (w) - Gk _ 1 (w) + H k _ 1 (w)} 

=gk {Gk (w) + Hk (w) + Gk _ 1 (w) + H k _ 1 (w)}. 

We put these equations in the form 

H k _ 1 (w) = Rk (W)Gk _ 1 (w) + Tk (w)Gk (w), 
(4.2) 

Hk (w) = Tk (W)Gk _ 1 (w) + Rk (w)Gk (w), 

together with a corresponding set for the odd boundaries 

Gk(w+a) =Rk+I(W)Hk(w-a) 

+ Tk+ I (w)Hk+ I (w - a), 

Gk+ I (w - a) = Tk+ I (w)Hk (w - a) 

+ R k+ I (w)Hk+ I (w - a). 

(4.3) 

The Tk and Rk are, respectively, the delta function 
transmission and reflection coefficients, 

Tk = 2ik sin w/(2ik sin w + gk)' 

Rk = - gk/(2ik sin w + gk)' 
(4.4) 

Thus the G's and H's that satisfy the delta function 
boundary conditions are constrained to satisfy a set of first
order matrix difference equations. The Gk (w) and 
H k (w - a) each form the elements of a column vector of N 
entries. From this point forward the index k on G and H will 
be understood. 
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Here G and H are to be interpreted as column vectors 
with as many entries as there are regions in the state space. 
All of the equations (4.2) and (4.3) may be written 

G(w + a) = MoH(w - a), H(w) = MeG(w), (4.5) 

where the Mo and Me are N xN matrices (0 for odd boun
daries, e for even boundaries). The Mo is made up of m 2 X 2 
matrices spanning the diagonal with the upper left-hand cor
ner of each 2X2 in the odd locations (1,1), (3,3), (5,5), ... , 
etc. Here Me consists of m 2 X 2 matrices spanning the diag
onal in the even locations, upper left comer in (2,2), (4,4), 
etc. 

Equations (4.5) represent coupled matrix first differ
ence equations: coupled, because G depends on H and vice 
versa; first difference equations, because G and H are each 
shifted by one unit of a from the right-hand to the left-hand 
side of the equations; matrix difference equations, because 
Mo and Me are matrices of rank N. 

Because of the unitarity of the transmission and reflec
tion coefficients the matrices Mo and Me are unitary. 

This algebraic structure is not dependent upon the delta 
function potentials. Any unitary functional form for the re
flection and transmission coefficients could be substituted, 
and the corresponding solution to the difference equations 
could be interpreted as a particle problem. It will be shown in 
subsequent work that this matrix of transmission and reflec
tion coefficients, which appears here as the coefficient ma
trix in a difference equation, is the "transfer matrix" of a 
lattice problem. In this way correspondences between parti
cle problems and lattice problems may be identified. 

B. Symmetries of the difference equations 

We seek a solution to the matrix difference equations 
(4.5). By analogy with differential equations we shall ex
ploit the symmetries of the matrix coefficients of these differ
ence equations to reduce the algebra required for their solu
tion. 

1. Periodicity 

The matricies M Q and Me of (4.5) are unitary N XN 
matrices whose elements are rational functions of eiw

, and 
hence they are periodic with period 21T in w. 

2. Unltarlty 

Unitarity has a special meaning in this context. The ele
ments of these matrices are analytic functions. Unitary ma
trices are inverted by conjugate transposition, and ordinarily 
the complex conjugate of an analytic function is not an ana
lytic function. If unitarity is to have an algebraic meaning, 
conjugation must transform analytic functions into analytic 
functions; that is, conjugation must be a conformal transfor
mation. Inspection of the matrix elements (4.4) shows that 
either of the transformations 

carry analytic functions into analytic functions, and invert 
the symmetric matrices Mo and Me. We may choose either 
of these transformations to represent conjugation. The ele
ments of the matrices, the elements of their inverses, and the 
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elements of their complex conjugates will then be analytic 
functions of z = eiw

• 

There are an infinity of meanings that can be given to 
complex conjucation in the w plane, due to the multiplicity 
of values Z-+e2infrZ, or the periodicity in w. We may choose 
any of these meanings at our conveneicne. 

3. Time reversal 

From the form of the matrix elements given in (4.2)
( 4.4 ), the matrices Mo and Me may be seen to have the 
properties 

Mo( -w) =Mo(W+1T) =Mo -1(W) =Mo*(w), (4.6) 

Me( -w) =Me(W+1T) =Me -1(W) =Me*(w). 

Again, these properties appear to be a consequence of 
delta function transmission and reflection coefficients. In 
fact they are properties of two-particle one-dimensional 
transmission and reflection coefficients. They arise from 
time reversal symmetry and certain constraints on the two
particle interaction; these constraints are satisfied for a wide 
range of interactions. 

C. Symmetries of the solutions to the difference 
equations 

Symmetries of the difference equations allow us to gen
erate solutions by applying the transformations associated 
with those symmetries. Since the equations are difference 
equations the associated transformations are discrete. 

1. The translations 

Given any solution to the equations (4.S) an infinite 
class of further solutions may be generated by repeated 
translation by 21Tin w. We suppose G andH to be solutions of 
(4.S), and n an integer, then Gn and Hn are also solutions, 
where 

Gn =G(2n1T+w), Hn =H(2n1T+w), (4.7) 

because the matrices Mo and Me are period 21T in w. 

2. The Involutions 

The combination of unitarity and time reversal that 
gives the identities (4.6) leads to a class of involutions or 
reflexive transformations that transform solutions into solu
tions. Suppose G and H to be solutions of ( 4.5). Let 

G'n (w) =H(2n1T - w), H 'n (w) = G(2n1T - w), 
(4.8) 

where n is any integer. This transformation is an involution; 
if repeated the original G and H are recovered. 

The functions G I and H I satisfy 

H' (2n1T - w - a) = Mo G I (2n1T - w + a), 

G ' (2n1T - w) = MeH'(2n1T - w). 

We substitute w->2n1T - wand use the properties (4.6) to 
obtain 

G'(w+a) =MoH'(w-a), H'(w) =MeG'(w), 
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which are Eqs. (4.S). Thus any particular solution to (4.S) 
leads to an infinite class of solutions generated by these in
volutions. 

3. The general solution 

The general solution is an arbitrary linear combination 
of all possible translations and involutions. The general G 
and H may therefore be written 

(4.9) 

where - 00 <n < 00, - 00 <1 < 00, and the an' hi are con
stants independent of w. 

These symmetry properties are sufficient to assure that 
an algebraic solution to the finite difference equations exists. 
Further symmetries that come about due to pairwise interac
tions and the functional form of the transmission and reflec
tion coefficients will be discussed in subsequent work. 

4. The difference equations 

The symmetries of periodicity, unitarity, and time re
versibility make it possible to represent the general solution 
as a linear combination of all translations and involutions of 
a particular solution. We therefore seek a particular solution 
to the matrix difference equations (4.S), 

G(w + a) = MoH(w - a), H(w) = MeG(w). 

The matrices Mo and Me are unitary matrices. Their ele
ments are rational functions of z = eiw

• Some economy of 
presentation is effected if we write the difference equation as 
a function of z. Recall that a = 21TIN = 1Tlm, and let 

mN = m2fr
/
a = 1. 

The difference equations then become 

G(mz) = Mo (z)H(m-1z), H(z) = Me (z)G(z). 

These two forms of the difference equations are equivalent, 
but in context one is often preferred over the other. In what 
follows we shift freely from one representation to the other. 

V. THE ALGEBRAIC SOLUTION OF MATRIX 
DIFFERENCE EQUATIONS 

A. The matrix Riemann-Hilbert functional equation 

We iterate Eqs. (4.S) to produce a matrix Riemann
Hilbert functional equation 

G(w + 21T) 

= Mo(w + 2(N - l)a)Me(w + (N - l)a) 

X··· XMe(w)G(w) = Ne (w)g(w), 

H(w + 21T- a) (S.l ) 
= Me(w + 2(N - 1 )a)Mo(w + (N - 1 )a) 

X ... XMo (w)H(w - a) = No (w - a)H(w - a). 

With the change of variable z = eiw these equations read 

G(~z) = NeG(z), 

H(~-IZ) = No (w-1z)H(w-1z), 
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where wN = 1, and 

Ne =Mo(wN-lz)Me(wN-2z)"'Me(z), 
(S.2) 

No = Me (wNz)Mo (WN-IZ)" 'Mo (wz). 

Equations (S.l) are matrix Riemann-Hilbert func
tional equations. They differ from the functional equations 
of Refs. 4 and S by having matrix rather than scalar differ
ence coefficients. Every solution of (4.5) satisfies (S.l). 
Thus every solution to the difference equations satisfies a 
matrix Riemann-Hilbert functional equation. 

We shall relate particular solutions of matrix difference 
equations of this type to the eigenvectors of the coefficient 
matrices. The eigenvectors of these matrices have compo
nents that are analytic functions ofz = eiw

• We shall under
take in a separate work a justification and discussion of some 
of the analytic properties of the eigenvalues and eigenvectors 
of matrices, particularly as they may be deduced by comput
er assisted algebraic computation. In the interest of contin
uity, readability, and brevity, we will proceed here by stating 
the results. 

B. The algebraic properties of the matrices No and N. 

t. Eigenvalues 

The matrices N,.., where fL is a collective index for either 
o or e, are matrices whose elements are rational functions of 
z = tfw. They are therefore period 21T in w. They have further 
properties that arise from the unitarity and time reversibility 
of the matrices M,... 

Note, from (S.2), the identities 

Ne(wz) =MoNo(W-IZ)Mo-l, 

No(z) =MeNe(z)Me-
l. 

(S.3 ) 

From the second of these identities we see that No and Ne are 
similar, and thus have the same characteristic equation and 
the same eigenvalues. 

( 1) The characteristic equation of N,.. is 

P(A,z) = Det(N,.. - AI) = O. 

It is usual to regard this equation as defining A as a 
function of z on a Riemann surface of N sheets (N = 2m is 
the rank of N,.. ). In this multiple value view we parametrize 
A as an N-valued function of z. 

The algebraic relation between A and z is independent of 
parametrization. It is equally valid to parametrize A and z 
with a single parameter W = - i In z. In this view both A and 
z are many valued functions of w. By virtue of the algebraic 
relation between A and z both are simple automorphic 7 func
tions of w, and invariant with respect to the same group of 
fractional linear transformations. 

(2) From the first identity of (S.3), 

P(A,WZ) =P(A,W-IZ) =0, A(WZ) =A(W-IZ), 

and the coefficients of the characteristic equation of N,.. are 
functions only ofz"', or, what is the same thing, the eigenval
ues of N,.. are periodic with period 2a in w. 

From the time reversal-unitarity properties (4.S), cou
pled with the definition (S.2) we have another identity 

No-I(z-I) =Ne(z), (S.4) 
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which implies the following. 
(3) The eigenvalues of N,.. are unimodular, 

P(A -I,z-l) =P(A,z), A(Z) =A -I(Z-I), AA· = 1, 
(S.S) 

if we interpret conjugation as per Sec. IV B 2. 
The characteristic equation of N,.., P(A,z) = 0, gener

ates a field of algebraic functions of z. This field of algebraic 
functions contains all functions that may be written in the 
form 

N-I 
Q(z) = I Qn (Z)A n. 

n=O 

Functions Q(z) in this field satisfy an algebraic equation 
with coefficients that are rational functions of z. The degree 
of this equation is <N. 

2. Eigenvectors 

The identities (S.3) are basis independent and apply to 
the matrices N,.. in diagonal form. Consider the algebraically 
defined matrix 

A,.. (A,z) = - (N,.. -Al)-IP(A,z)(:~rl. 

= matrix of cofactors of(N,.. - AI) 

{a} -I 
X aA Det(N,.. - AI) , 

where the complex variables A and z are related so that 

Det(N,.. - AI) = P(A,z) = O. 

Here A,.. has the following properties: 
( 1) A,.. is a commutative eigenvector matrix of N,.., 

N,..A,.. = A,..N,.. =AA,... (S.6) 

(2) The eigenvectors in A,.. are normalized 

Tr A,.. = 1. 

(3) The relations (S.3) imply 

Ae (wz) = MoAo (w-1z)M 0-
1
, 

Ao(z) =MeAe(z)Me-
l. 

(S.7) 

(4) Unitarity and time reversibility (4.S) imply, from 
(S.4 ), 

AO(Z-l) = Ae(z), Ao(-w)=Ae(w). (S.8) 

(4) These eigenvector matricies are orthonormal pro-
jection matrices: 

if A = /3, A,.. (A,z) A,.. (/3,z) = 0; 

if A = /3, A! (A,z) = A,.. (A,z). 

(S) The elements of A,.. are algebraic functions of z. 
These elements therefore take on all values if they are not 
constant. Of particular interest in what follows will be the 
places in the complex z plane where they are infinite and 
where they are zero. 

(a) Some, but not all, of the elements of A,.. must have 
zeros at the zeros of det N,.. and det N ,..- I. 

(b) Infinities of the elements of A,.. may only occur at 
the zeros of the algebraic function 
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ap 
7J = aA . 

These infinities occur at the simultaneous zeros of P(A,z) 
and ap faA. They are therefore branch points and not 
poles. 
The matrix AI' is the algebraically determined analog of 

a normalized eigenvector. The properties stated here are the 
algebraic analog of the familiar properties of the eigenvec
tors and eigenvalues of a unitary matrix. 

(6) Here AI' is a matrix that is the outer (or tensor) 
product of a normalized eigenvector with its adjoint (conju
gate transpose). This representation of AI' is a convenient 
and economical way to account for the properties AI" 

Let v be an m-component column vector and satisfy 

N -' .TN -' .T pVp-AVp' vI' p-AVp ' 

v·Tv = 1 A =V Xv· T 
PI' , PI' p' 

(5.9) 

These properties of vI' may be seen to account for all of the 
properties of AI" 

The elements of AI' are said to be in the field of algebraic 
functions generated by P(A,z) = O. One consequence ofthis 
property is that we may write an algebraic equation satisfied 
by each of these functions with z as the independent variable. 
When it is possible to write such an algebraic equation for a 
function of z, we say that the function is algebraically deter
mined. 

The individual components of the normalized eigenvec
tors are not algebraically determined. Any set of compo
nents may be multiplied by an arbitrary function of z such 
that 

p(z)p*(z) =p(z)p( -z) =p(Z)p(Z-I) = 1, 

which may be seen to leave all of the elements of A unaffect
ed. This independence of eigenvectors on eigenvector phase 
is a symmetry, often called gauge symmetry. 

(7) The relations (5.7)-(5.9) imply 

PoVe(wz) =Movo(w-1z), Pevo(z) =Meve(z), (5.10) 

where Pe (z)Pe (Z-l) = Po(z)pO(Z-I) = 1. In addition there 
is an identity that is required by (5.6), 

m-l m-l 

A = II Pe (w2nz) II Po (w2n + lZ). 
n=O n=O 

c. Eigenvector solutions to the matrix difference 
equations 

(5.11) 

The functions PI' are not generally algebraic functions. 
They need not be in any algebraic function field. The arbi
trary nature of P I' arises from the symmetry of independence 
of eigenvector phase, which is from gauge symmetry. It is 
always possible to choose a basis eigenvector phase, or 
gauge, such that p! is in the field of algebraic functions gen
erated by the characteristic equation of Np • The details of 
how to do this will be presented elsewhere. We shall proceed 
here by assuming that this has been done. When this has been 
done we shall say that the eigenvectors are in standard form. 
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Let G = seve' H = SoVo' and Eqs. (5.10) become 

{Pose-1(wz)so (w-1z)}G(wz) = MoH(w-1z), 

{Peso-1(z)se (z)}H(z) = MeG(z). 
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The matrix difference equations are solved if we find 
analytic functions So and Se such that 

see (wz) =Poso(w-1z), so(z) =Pese(z). (5.12) 

The matrix difference equations are solved provided 
that a proper solution to these difference equations exists. A 
proper solution is a solution consistent with the analyticity 
constraints of the Sommerfeld ansatz. Every solution to ei
ther of Eqs. (5.12) satisfies a scalar Riemann-Hilbert func
tional equation of the form 

s(w + 217') =A(w)s(w), (5.13) 

where 11.( w) is an algebraic function of z = eiw
• An alterna

tive form ofthe equation is 

s(wNz) = A (z)s(z). (5.13') 

It is possible to show that if we are given a particular 
solution to the Riemann-Hilbert functional equation, we 
can construct a solution to (5.12). We find it convenient to 
defer this argument to Sec. V E. 

D. The solution of scalar Riemann-Hilbert functional 
difference equations 

The difference coefficient in the scalar Riemann-Hil
bert functional equation 11.( w) is an algebraic function of 
z = eiw

; A and z are related by the characteristic equation of 
Np ' a rational function ofthe form 

(5.14) 

where Aij are constants. 
The degree of A is 2m, the rank of N,... The degree of z 

depends upon the specific form of the transmission and re
flection coefficients for the two-body problem. From the pe
riodicity of the characteristic equation z appears only as z"'. 

Functional equations of this type have been solved by 
exploiting some special form of the characteristic equation. 
In the most frequently occurring case the Bethe ansatz is 
satisfied, z does not appear, and all the roots are A = 1. The 
impenetrable case of Ref. 4 is a special degenerate case where 
N,.. is of rank 1, and A is a rational function of z. The case 
analyzed by Gaudin and Derrida5 will be shown in a later 
work to correspond to a case where m = 3, the characteristic 
equation is reducible to a quadratic inA, and in this quadrat
ic z appears only to powers 12, 6, and O. 

The function 11.( w) is an automorphic function, invar
iant with respect to a group of fractional linear transforma
tions T. Let Q be a subgroup of those transformations such 
that Q(w) = w + 217'. We phrase the Riemann-Hilbert 
functional equation as 

s(Q(w») =A(w)s(w). 

Since A is automorphic with respect to T, A (T( w) ) = 11.( w) is 
true for arbitrary w. It is true then, that 

s(QT) =As(T). 

Suppose thats(T(w») is a solution to (5.13). Then 

s(TQ) =As(T). 

By functionally inverting the analytic function s we see that 

QT= TQ=S-I(AS), 

J. B. McGuire and C. A. Hurst 161 



                                                                                                                                    

and therefore Q and T commute. It is not difficult to show 
that the only transformation that commutes with a transla
tion is another translation. If there are more than two linear
ly independent translations the group is continuous, and not 
allowed. Thus if solutions transform into solutions under all 
of the transformations of the group of automorphisms of A, 
the group is singly or doubly periodic. 

There is no reason to assume that the characteristic 
equation of NI' will be such that all of the automorphisms of 
A are periods. We shall show in a later work that the cases 
previously cited are the only cases where this will be true. 

It is well known that any singly or doubly periodic func
tion may always be represented as a ratio of theta functions, 
or as an elliptic function. 2

•
3

•
7 An important consequence of 

this restricted functional form is that the solution to the Rie
mann-Hilbert functional equation may be written as a ratio 
of infinite products of linear factors; through the theta func
tion representation in the doubly periodic cases; through a 
polynomial representation in the singly periodic case.4 

The solutions generated in either the singly or doubly 
periodic case are in the field of functions generated by the 
characteristic equation of NI" They possess all of the auto
morphism of this field, and no others. In the general case this 
will not be true. The general restriction on the solution of the 
Riemann-Hilbert functional equation is that it be analytic, 
to satisfy the constraints of the Sommerfeld ansatz. It need 
not belong to any particular function field or be automorphic 
with respect to any particular function group. 

Particular analytic solutions to (5.13) are not difficult 
to construct. Again, make an ansatz and look for a solution 
of the form 

s=,.1. v. (5.15) 

This is a solution if v satisfies the difference equation 

v(w + 217') - v(w) = 1, 

which has the particular solution 

v = W/21T. 

The general solution is obtained by adding a solution to the 
homogeneous equation 

v = W/21T + f/J(w), 

where f/J(w + 217') = f/J(w). 

At each pole or zero of A in the w plane a new branch of S 

is encountered. If A is not singly or doubly periodic these 
branches cannot be removed and the solution exists on a 
Riemann surface of infinite genus, which means that the so
lution is restricted to a particular sheet of the function ,.1.. 

This solution is analytic and may be expanded in a pow
er series with a finite radius of convergence at any ordinary 
point ofthe surface of ,.1.(w). Almost every point is an ordi
nary point; i.e., the poles, zeros, and branch points of A and S 

are isolated. 
The functional equation for S leads to poles and zeros of 

increasing mUltiplicity the greater the range of re(w), as 
may be seen from the w dependence of v. This is characteris
tic of the solution of Riemann-Hilbert functional equa
tions.4.s 

The solution to the difference equation therefore re
quires that we pick a particular sheet of the algebraic func-
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tions A and remain on that sheet for all path integrations. 
This restriction is to be maintained in all that follows. 

E. Unimodular solutions to the scalar Riemann-Hilbert 
functional equation 

In Sec. IV we found the operation of complex conjuga
tion was identified with either of a pair of fractional linear 
transformations Z ..... Z-l or z ..... -z. Unimodular functions 
are functions (like A and PI' ) whose reciprocal is their conju
gate. 

Since complex conjugation is an operation that carries 
analytic functions into analytic functions, it preserves func
tional relations and we may write from (5.12) 

Se * (wz) = Po *so * (w-1z), So * (z) = Pe *se * (z). (5.16) 

Multiply the left- and right-hand sides by the left- and 
right-hand sides of (5.12), respectively, and note that 
PI'PI' * = 1. Thus 

Se * (wz)se (wz) = So *(w-1z)so (w-1z), 

So * (z)so (z) = se *(z)se (z). 

This shows that functions!, (z)sl' *(z) is a function only ofzm 

and is therefore periodic with period 2a in w. 
Since every solution is only determined up to a multiple 

period 2a in w, we may, without loss of generality, choose 
the functions sl' to be unimodular, that is 

SeSe * = So So * = 1. 

We replace z by z - 1 in (5.16) and rearrange to obtain 

se*(wz- 1) =Po*se*(w-1z-l), se*(z) =Pe*so*(z). 

( 5.17) 

Again, respectively, multiplying left- and right-hand sides 
by left- and right-hand sides of (5.12), 

Se (wz)so *(wz- 1) = So (w-1z)se * (W-1Z- 1), 

So (z)se *(z) = Se (z)so * (z). (5.18 ) 

The Theorem of Unimodularity: If sl' is unimodular and 

F=se(z)so *(Z-l), (5.19) 

the difference equations imply that 

FF* = 1 and F(w2z) =F(z). 

The function F is unimodular, a function only of zm and 
period 2a in w. 

In the w plane with the particular choice of involution 
such thatz ..... z- 1 implies W ..... 21T - w, implies 

F= Se (w)so *(217' - w), 

which we shall use in satisfying a class of asymptotic bound
ary conditions. 

F. An explicit connection to the Riemann-Hilbert 
functional equation 

To provide an explicit solution to Eqs. (5.12) it is con
venient to separate them by the substitution 

Se (z) = B(z)A (wz), So (z) = B(w2z)A (wz), 

which, upon substitution in (5.12), yields the second differ
ence equations 
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B(oiz) =PeB(z), A(ah) =PoA(z). 

In these second difference equations only the second dif
ference appears, so that we may solve them by the first differ
ence techniques. Let us seek a particular solution that is uni
modular. 

We let 

B(z) = Be (z)A, wI21r, A (z) = Ao (z)"t wI21r, 

and 

Be (w2z) = Pelie - limBe (z), 

Ao(w2z) = Polio -l/mAo(z), 

where 
m-I m-I 

lie = II Pe (w2nz) , lio = II Po (w
2n

z). 
n=O n=O 

The expressions 

{ 
m }llm 

Be = JJI Pe n(w2(n - I)Z) , 

Ao = {J]/o n(w2(n - I)Z) } 11m, 

are unimodular solutions to (5.12). The ambiguity that 
arises in the taking of the mth root is equivalent to multipli
cation by a unimodular function period 2a, the function F of 
the previous section. This ambiguity is to be resolved with 
the application of boundary conditions. 

G. Summary of the solution to the matrix difference 
equations 

A particular solution to the coupled first difference 
equations (4.4) is 

G(w) = Se (w)ve (w), H(w) = So (w)vo (w), 

where Ve (w) and Vo (w) are standard form normalized ei
genvectors of Ne (w) and No (w), respectively, and sl' is a 
particular solution to 

se(wz) =Poso(w-Iz), so(x) =Pese(z). 

where P; (w) and p~ (w) are algebraic functions in the field of 
functions generated by the characteristic equation of NI' . 

A unimodular solution sl' (w) is constructed from Pe> 
Po, and s(w), a particular solution to a Riemann-Hilbert 
functional equation 

s(w + 21T) =Ii(w)s(w), 

where Ii is a root of the characteristic equation of NI' . 
In order to answer specific questions about the quantum 

system under investigation, we require that we be able to 
choose S ( w) such that linear combinations of translations of 
involutions give rise to state functions that satisfy boundary 
conditions specific to some physical situation. 

These boundary conditions are conditions on the state 
function on some boundary of the state space. In order to 
satisfy conditions of this type we need to be able to see the 
behavior of the integrals of the Sommerfeld ansatz in the 
vicinity of the boundary. 

VI. THE INTEGRALS OF THE SOMMERFELD ANSATZ 

We have seen how to determine a class of particular 
solutions to the difference equations generated by the Som-
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merfeld ansatz. The complete determination of the solution 
to the partial differential equation requires that a particular 
solution be modified to satisfy boundary conditions on the 
state function. We now represent the integrals of the Som
merfeld ansatz for the special case of a unimodular eigenvec
tor solution to the difference equations. We wish to see how 
these integrals reveal the behavior of the state functions they 
generate. 

A. Involution and translation reduction of the Integrals 
of the Sommerfeld ansatz 

In Sec. IV we found that the complete solution to the 
coupled first difference equations is given by finding a partic
ular solution of the coupled matrix first difference equations 
for G and H; the remaining linearly independent solutions 
are generated by repeated application of involution and 
translation transformations. The general solution is to be 
written as a sum over translations and involutions of a par
ticular solution, as in (4.7 )-( 4.9). These forms are then sub
stituted into the basic integral representation of the Sommer
feld ansatz (4.1). All of the integrals are to be computed on 
the basic contour of Fig. 2. 

The complete state function is 

00 00 

\fI= L an\fln+ L b/\fI'/, 
n=-oo 1=-00 

where 

\fin = L [G(w + 0 + 2n1T) + H(2n1T + w - 0] 

Xeikrcoswdw, 
(6.1 ) 

\fI'/ = L[G( - w + 0 + 2/1T) +H(2/1T- w - 0)] 

Xeikrcoswdw. 

We substitute the unimodular eigenvector solutions of 
Sec. V for G and H, making repeated use of the fact that the 
S I' satisfy the Riemann-Hilbert functional equation (5.13). 
The integral \finis evaluated on the basic contour of Fig. 2, 

\fin = L[lin(w+O)Se(W+O)Ve(w+O) 

+ Ii n(w - O)So (w - O)Vo (w - 0)] 

X eikr cos W dw; (6.2) 

and \fI; is evaluated on the lower half-plane image of the basic 
contour; C'(w) = C( - w), 

\fI; = LJ"t /(w + O)se (w + O)ve (w + 0) 

+ Ii /(w - O)So (w - O)vo (w - 0)] 

Xeikrcosw dw. 

Every choice of an and b/ leads to a linearly independent 
solution. Each of the integrals is a linearly independent solu
tion. These two linearly independent solutions for the same 
n, \fI", \fI~, have the same integrand, but differ in the place
ment of the contour in the complex w plane. 
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FIG. 4. The basic contour and its deformation. 

B. Deformation of the basic contour 

We now deform the basic contour as shown in Fig. 4. 
Only two types of paths remain: open contours that begin 
and end at infinity and pass through a single stationary phase 
or steepest descent point; closed contours that enclose singu
larities, either poles or branch lines. Each of these types of 
path give a characteristic contribution to the state function. 
The lower half-plane image of the basic contour is deformed 
in the same way. 

1. Contribution from an open contour passing through 
the steepest descent point at w=O 

At every point on the path the integrand is of the form 
eikr 

cos w, where cos w has a positive real part and therefore the 
phase is increasing in the direction of positive r as time in
creases. All contributions on this path are waves diverging 
from the center of mass of the three-particle system. Thus 
any contour that passes through the steepest descent point at 
any even multiple of'fT contributes a state function made up 
of only outgoing waves. 

2. Contribution from an open contour passing through 
the steepest descent pOint at W=1T 

At every point along the path the contribution is of the 
form eikr 

cos w, where cos w has a negative real part and there
fore the phase is increasing in the direction of negative r as 
time increases. All contributions on this path are waves con
verging upon the center of mass of the three-particle system. 
Thus any contour that passes through the steepest descent 
point at any odd multiple of 'fT contributes a state function 
made up of only incoming waves. 

3. Contribution from a closed contour 

The closed path surrounds an area of the complex w 
plane, exclusive of the steepest descent points at w = 0, 
w = 'fT. Inside this contour there are, in general, both poles 
and branch points connected by branch lines that cannot be 
crossed by the contour. 

Poles of sp. within a closed contour will contribute plane 
waves. Plane waves are eigenstates of a two-body system. 
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Their presence is signaled by a pole of det Np.. 
Infinities of the components of eigenvectors appear at 

the branch line paths within the closed portions of C and C' 
the line path integral is of the forJP 

i b 

F(w)eikrcos (w - 0) dw, 

where a and b are branch points. The state function that 
arises from a line path integral is not interpretable as either 
of the above types of state function. The paths connecting the 
branch points are not allowed to approach the steepest des
cent point, so that the integrand is typically rapidly oscillat
ing. An exception to this typical behavior occurs when k 2,;;;0 
and the branch points are real. 

C. Interference of \lin and \II', 

We wish to emphasize that although these path integrals 
generate a complete set of linearly independent state func
tions, the state functions are not orthogonal. The probabili
ties generated from the absolute squares of these state func
tions will not be probabilities of independent events. 

The bewildering array of linearly independent solutions 
arises from the fact that a bewildering array of possible phys
ical situations are consistent with this formulation. The 
Sommerfeld ansatz has provided an algebraic solution to any 
three-particle problem where the particles interact locally 
(i.e., when their coordinates are identical) within a bounded 
region of state space that includes the center of mass. This 
bounded region can be finite, as in periodic boundary condi
tions. The outside of this bounded region is not a part of the 
state space of the Sommerfeld ansatz, and the freedom to 
accommodate any sort of interaction outside that region ac
counts for the wide range of possible solutions. 

VII. THE ASYMPTOTIC SOLUTION 

A. Asymptotic boundary conditions 

The problem of fixing G and H for arbitrary boundary 
conditions is formidable. We concentrate our efforts here 
upon finding an asymptotic solution. This asymptotic solu
tion is to exist in the wedge shaped region bounded by the 
limit r- 00, and the two lines () = 0 and () = a in each region 
of the state space. 

A simplification of an asymptotic solution is that the 
spectrum is known. The only amplitUdes which survive as 
r- 00 correspond to energies that belong to a continuum 
beginning at the binding energy of the lowest two-particle 
bound state. We will assume that in at least one channel the 
interaction is attractive and a two-particle bound state exists. 
This assumption is not required to satisfy any algebraic con
straint. It is adopted so that some normalizable state may be 
analytically continued from k 2 > 0 to k 2 < O. 

These scattering, or zero density, boundary conditions 
are not all-inclusive. The asymptotic result may always be 
recovered from a wave packet argument as the zero density 
limit of any finite density solution, but it is not clear what 
features of a finite density solution may be derived from the 
asymptotic limit. 

We have seen that all solutions may be derived from 
linear combinations of translations and involutions of any 
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particular solution to the difference equations. It will be con
venient to base our discussion upon the eigenvector particu
lar solutions of Sec. V. 

In order that a proper normalizable solution exist within 
an infinite wedge the wave function must satisfy certain con
ditions. 

( 1) The wave function must be regular at r = 0, which, 
for eigenvector solutions, requires that sf' (w) be bounded as 
w-ioo. 

(2) The wave function must not increase exponentially 
in any direction within the wedge. 

(3) We shall make it a condition of our asymptotic solu
tion that only two-particle bound pair plane wave states exist 
in the asymptotic limit. 

In the asymptotic limit open contours contribute only at 
the steepest descent point, and give rise to what we shall call 
"free waves." These free waves are either incoming which 
converge upon, or outgoing which diverge from the center of 
mass of the three-particle system. Condition (3) does not 
allow contributions from the branch line paths to arise 
asymptotically. In our analysis this condition is met by open 
contours blocking the branch line paths from the steepest 
descent point. Only open paths are allowed to pass through 
these points. 

Condition (3) forbids a plane wave asymptotic solution 
unless the plane wave is associated with a two-particle bound 
pair. These bound pair plane waves come from poles within 
the closed contours. 

B. The unimodular eigenvector particular solutions 

The unimodular eigenvector particular solutions auto
matically satisfy condition (1). We rewrite the integral rep
resentations for these solutions as 

\{In = r:(in + r:U:J), \{I~ = r;n(o) + r~n(o), (7.1) 

where 

r:(O) = LA. n(W)Se(W)Ve(w)eikrcos(w-8) dw, 

r: (in = LA. n(w)so (W)Vo (w)eikrcos (w+ 8) dw, 

r is the lower half-plane image path integral, i.e, r - r' if 
C-C'. 

The unimodularity theorem (5.17)-(5.19) the proper
ty (5.8) that ve(O) = vo ( - 0), and the aymptotic bound
ary conditions allow us to represent r 0 and rein a single 
integral representation. 

We choose the functions sf' to be unimodular, so that 

SeSe * = soso * = 1. 

and 

F= Se (w)so *(217' - w). 

The difference equations imply that 

FF* = 1 and F(w + 2a) =F(w), 

the function F is unimodular and of period 2a. Conditions 
(2) and (3) imply that F has poles only where A. or A. -I is 
inifinite. These conditions limit F to the form 
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F= eilltA. 8, 

where ~ and", are real parameters. These parameters define 
a particular solution of the difference equations such that 

Se (w) = eilltA. 8so (217' - w). (7.2) 

By using the properties of the function A., and the fact 
that sf' satisfies the Riemann-Hilbert functional equation 
this relation yields the following useful relations: 

so( -w) =e-illtA. -8+lse (W), 

So (17' - w) = e-llltA. 8se (17' + w), 

which, together with the properties above, may be substitut
ed into the integrals (7.1) to obtain a relation among the r's: 

r: (0) = _ ei¥tr; - n - 8 + I. 

This leads to a representation of the state function 

"'n = rn(o) _e-illtr-n-8+1(0), 

"'~ = r"'(O) - e- illtr- n- 8+ 1(0), 

where 

rn = LA. n(w)Se (W)Ve (w)eikrcos(w-8) dw, 

r' is the corresponding lower half-plane integral. 

We shall now demonstrate that probability fluxes de
pend upon sf'sf' *, which is constant, and upon the real pa
rameters '" and ~. Thus, through the choice of unimodular 
eigenvector particular solution to the difference equations, 
we avoid the full complexities of the solution to a Riemann
Hilbert functional equation. 

c. AsymptotiC unimodular eigenvector solutions 

1. Amplitudes of free waves 

We deform the basic contour for the integrals r as dis
cussed in Sec. VI, and as shown in Fig. 4. The integrals r, r' 
are evaluated asymptotically. The open paths contribute 
only at the steepest descent points, w = 0 and w = 17' for the 
contour C, w = 0 and w = - 17' for the contour C'. The in
coming and outgoing asymptotic column vectors are 

'" n,out = (217'/kr) 1/2ei1T14eikr{A. n _ e - illtA. - n - 8 + I} 

XSe (O)ve (0), 

"'n,in = (217'/kr)I/2ei1T14e-ikr{A. -n _ e-illtA. n+8} 

XSe (17' + O)ve (17' + 0), 

""I,out = (217'/kr) 1/2ei1T14eikr{A. I _ e - illt A. -1- 8 + I} 

XSe (O)ve (0), 

""I,in = (217'/kr) 1/2ei1TI4e - ikr{A. -1+ I _ e - illtA. 1+ 8 - I} 

XSe (17' + O)ve (17' + 0), 

where '" n,out = "" n,out for all choices of '" and ~. Here 
'" n + I,in = """,in for all choices of", and ~. 

2. Ruxes of free waves 

The incoming and outgoing probability fluxes are 
formed in accordance with Sec. III B. The outward prob
ability flux normal to a circle of radius r is given by 
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(7.3) 

Here P( (}) is a probability flux matrix, and is independent of 
r. For example, 

{ 
8'V *T a\ll ) P ({}) = i \II X n,out _ ~X\II *T. 

n,out n,out ar ar n,out 

We substitute the above expressions for the \II n and obtain 
the probability flux matrices, 

PO,in = 41r{2 - eN'A {j - i"'A -{j}Ae (1T + (}), 
P =A-1"2_e- i"'A -2n-{j+I_ ei"'A 2n +{j-I}A ({}) 
~~ ~~ e , 

Pn,out = P' n,out> Pn + I,in = P' n,in for all choices of t,b and {j. 
The P({}) are matrices whose elements are analytic 

functions of {}. The Riemann-Hilbert functional equation 
enters only through S,AL *, which is constant. In the physical 
region of {}, where 0 < {} < a, the diagonal elements of this 
matrix give probability flux at each value of {} in the region. 
The off-diagonal elements give the relative phase between 
the probability fluxes in the various regions. 

We have separated the matrices Po because they have a 
special meaning. The number n is like an eigenvalue of angu
lar momentum, and is associated with rotation in the state 
space of the three-particle system. It corresponds to the min
imum length occupied by the three particles in the course of 
their scattering multiplied by the momentum of the system 
in the center of mass. The particular case n = 0 means that 
the particles are correlated such that all of the incident flux, 
either bound or free, is timed so that all of the particles arrive 
at the center of mass as nearly as possible to the same time. 
They cannot all arrive at exactly the same time because of the 
uncertainty principle. The maximum three-particle scatter
ing corresponds to n = O. 

A convenient choice of {j is {j = !, which makes 

P. p*T. = 4-1"2 _ e-i"'A 112 _ ei"'A -1I2}A ({}). 
O,out 0,10 1T1. e 

With this choice of {j the conservation offree flux is manifest 
for all values of t,b. Not only are the total fluxes equal, the flux 
in and out at each value of {} are equal. The total flux out in 
the physical region is given by summing over all regions and 
integrating over physical {}. The sum over all regions is tr Ae , 

and tr Ae = 1 for all {}. Thus 

<l>out (k 2) = 41r [ (2 - e - i"'A 112 _ ei"'A - 112)d{). 

This is an integral ofthe algebraic function A 1/2, and is 
irreducible. It is one of the natural functions of this system, 
and must be evaluated independently. 

This choice of {j is convenient for other values of n as 
well, but the flux conservation is not manifest. There are as 
many flux conservation integrals as there are independent 
integrals of the algebraic functions A 1/2. This number is 
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3p - 3, where p is the genus of the Riemann surface on 
which A 1/2 is uniform.s 

3. Bound pairs for n=O 

The bound pair amplitudes arise only from the presence 
of poles in Se (w), because the components of the eigenvec
tors cannot have poles at the two-particle bound states. 
From the explicit form of the solution to the functional equa
tion (5.20) we deduce that poles ofse are colocated in the W 
plane with a pole orA or A -I. SinceAA -I = 1. The zeros orA 
are the poles of A -I and vice versa. The poles of A and A - 1 

are the poles of det N
JL

, which are the poles of two-particle 
reflection and transmission coefficients. Thus the colocation 
of poles and zeros of Se with poles of A or A -I is consistent 
with conditions (2) and (3). 

We concentrate on the case n = 0, where the two inte-
grals to be evaluated are 

ro = L Se (w)ve (w)eikrcos(w- 9) dw, 

r'0 = L Se (W)Ve (w)eikrcos(w-9) dw. 

Consider the asymptotic bound wave arising as the re
sult of the residue of a simple pole at we' 

W-Wo 

where 

W-Wo 

the residue of Se at woo 
This simple pole must be colocated with a pole of either 

A or A -I. We assume it to be located with a pole of A, and 
factor out A using the difference equation 

W-Wo 

A has a simple pole at we' and Se (wo - 21T) is regular. The 
residues of Se at simple poles are therefore directly related to 
the residues of A by the relation 

Ser (wo) = Ar (WO)se (wo - 21T), 

where 

Ar = lim(w - wo)A(w). 
w_O 

We compute the flux matrix which arises from (7.3). In 
the case ofthe bound waves the flux arises from rO, r'0 due 
to a simple pole in Se at wand se * at w': 

Po = 8rikr(cos(w - (}) + cos(w'* - (}») 

X eikr(cOS(W - 9) - cos(w·· - 9») 

XSer (w)ser *(w')ve (w) X Ve * (w') 

= 2ikr(cos !(w - w'*)c0s!(w + w'*) - (}) 

Xe - 2ikr(sin!(w - w··)sin(j(w + w··) - 9) 
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Conditions (2) and ( 3) impose further restrictions 
upon the location of these poles. Let w = u + iT, W' = u' 
+ iT', U, U',T, and T' all real. Suppose k to be real and posi

tive, k 2 > O. There are the following choices for the values of 
u, u', T,T', which are consistent with conditions (2) and (3). 

( 1) u = u' = 0, T = T' > 0 contributing 

= 2 cosh T cos ()e - 2k, sinh ?"Sin () 

a matrix that is everywhere exponentially decreasing in the 
physical region, but that nevertheless carries a net flux at 
() = 0 for each value of T. This flux is calculated by integrat
ingO<rsin()< 00: 

eIl«() = 0) = 8~ coth TS.,(iT)S., * (iT)A. (iT). 

The positive sign of this flux indicates that it represents 
outward probability flow. We use the above rule for the cal
culation of the residue of s. at a simple pole, and obtain an 
expression in terms of the algebraic functions A, 

eIl«() = 0) = 8~ coth TA, (iT)A, * (iT)A. (iT). 

There is one such contribution for each value of T consis
tent with the binding of the pair on the boundary at () = O. 
The matrix Ae (iT) will be nonzero only for the regions con
nected at () = 0 and with a value of T specific to the strength 
constant on that boundary. 

The same is true for the remaining cases. 
(2) u = u' = 1T + a, T = T' > 0, contributes incoming 

fluxes at () = a: 

eIl«() = a) = - 8~ coth TA, -lA, -1* 

X (1T + a + iT) Ae ( 1T + a + iT). 

(3) u = u' = 1T, T = T' < 0, contributes incoming fluxes 
at () = 0: 

'I'«()=O) = - 8~cothTA,(1T-iT)A,* 

X ( 1T - iT) A. ( 1T - iT). 

(4) u = u' = a, T = T' < 0, contributes outgoing fluxes 
at () = a: 

eIl«() = a) = 8~ coth TA, -I(a - iT)A, -1* 

X (a - iT)A. (a - iT). 

The contributions (1) and (4) are outgoing fluxes, 
whereas (2) and (3) are incoming. Contributions (1) and 
(2) are in the upper half-plane, and arise from r O

, contribu
tions (3) and (4) are in the lower half-plane and arise from 
r'o. 

In these bound pairs, as in the free fluxes, the conserva
tion of probability flux is manifest. The sum of the fluxes in 
all channels is the trace A. = 1, as before. The symmetry 
of A, 

A*=A(1T+w), 

is reflected in the residues. It is therefore true that 

eIlin «() = 0) + eIlout «() = 0) = 0 

from (1) and (3), whereas 

eIlin «() = a) + eIlout «() = a) = 0 
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from (2) and (4). 

A similar argument can be carried out for any value of n. 
We shall not reproduce it here, but will justify it in subse
quent work when we discuss the details of special cases. 

D. Conservation of probability flux for n=O, 6=-l 
The unimodular eigenvector solutions conserve prob

ability flux for every value of () in the case n = 0, {j = !. We 
analyze the behavior of the flux matrix for all values of k 2, in 
this case. 

For k 2 > 0: The outgoing and incoming total free fluxes 
are, for any value of 1/1, 

eIl(k 2) = 41T [ (2 _ e - itPA 112 _ eitPA - 112)d(). 

This total flux is obviously conserved. From the properties of 
A it is not difficult to show that ell is positive and real. If 
1/1 = 0, eIl(O) = O. 

The outgoing and incoming bound pair flux matrices 
are, for each value of T consistent with the strength constant 
on the boundary: along () = 0, 

eIl«() = 0) = 8~ coth TA,(iT)A, * (iT)A. (iT), 

eIl«() = 0) = - 8~ coth TA,(1T - iT)A, *(1T - iT) 

X A. ( 1T - iT); 

along () = a, 

eIl«()=a) = - 8~cothTA, -lA, -1*(1T+a + iT) 

XA. (1T + a + iT), 

eIl«() = a) = 8~ coth TA, -I(a - iT)A, -I*(a - iT) 

XA.(a - iT). 

The fluxes balance individually because tr A = 1 and 
A(w + 1T) =,1 *(w). 

For k 2 < 0, the incoming free wave flux is associated 
with a wave function that is exponentially increasing in the 
physical region. Here 1/1 must be chosen so that the total free 
wave flux is zero, and is therefore determined by the tran
scendental equation 

[(2 - e- itPA 112 - eitPA -1I2)d() = O. 

This choice does not affect the bound pair fluxes. The state 
function is affected by the necessity of the inclusion of a 
virtual state, neither incoming nor outgoing, which exists 
only for that value of 1/1 for which the above condition holds. 

As k 2 decreases past the first bound pair threshold, the 
flux of that bound pair must be included in the virtual state, 
and the condition for 1/1 becomes 

8~ cos TA,A ~(T) 

+ 41T [(2 - e-itPA 112 - eitPA -1I2)d() = 0, 

where we have chosen the first threshold to be along () = 0 
with strength constant appropriate to the value of T, which is 
now real. 

Finally, when all thresholds have been passed the condi
tion for a bound state is that all of the state function be in the 
virtual state, and 1/1 must satisfy 
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8~[ L cos TjArAr *(Tj ) + L cos TjArAr{a - T) ] 

+ 41T [{2 - e - i"'A 1/2 - ei"'A - 1I2)dO = O. 

VIII. CONCLUSION 

At this point we terminate this discussion of the asymp
totic solution and the algebraic formulation of three particles 
interacting in one dimension. Much that is said here requires 
further explanation. Much that is known has not been dem
onstrated. We have not showed, for example, how to calcu
late scattering and rearrangement fluxes for all values of k 2. 

This is a difficult calculation in general, and we have not 
included it because we feel that it is easier to understand in 
the context of a special case. 

Special cases will be given in subsequent work. The prin
cipallimitation on these examples is the state of the art of 
algebraic computation. We hope that we have given suffi
cient information for the reader to see what algebra must be 
done. 

For the asymptotic problem the fundamental algebraic 
function is A 1/2 and its first integrals. These integrals are 
irreducible and specific to the algebraic structure of the 
problem being analyzed. One feature of this algebraic struc
ture is the genus of the Riemann surface upon which the 
algebraic function may be uniformized. If A 1/2 is an algebraic 
function that can be uniformized on a surface of genus p, 
there are 3p - 3 first integrals to be computed, and these 
integrals cannot be expressed in terms of other more elemen
tary functions. 

The simplest class of delta function interaction prob
lems that give rise to algebraic functions which are not ellip
tic functions is the case where the three masses are equal and 
the three strengths of interaction are nonzero, with one 
strength different from the other two. This problem may be 
reduced to 3 X 3 matrices, and the characteristic equation of 
Np. has been worked out. It remains to calculate the appro
priate integrals and to solve for the energy of the bound state 
and provide calculations of rearrangement and breakup pro
babilities. On this problem, at least, we can promise more in 
the future. 
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Another area of investigation only partially developed 
here is the question of the algebraic structure of the connec
tion to the Bethe ansatz. It turns out that the necessary and 
sufficient condition for the consistency of the Bethe ansatz is 
thatNp. = identity, so that all solutions are periodic 21Tin w. 
The algebraic condition that this occur is a set of relations 
among matrix elements, and the equations thus generated 
are called star-triangle relations. It is possible to describe 
particle problems that give the same star-triangle relations 
as those of conventional lattice problems, which establishes 
an algebraic relation between particle and lattice problems. 

At present the only way to move from a three-particle 
problem to an n-particle problem is to satisfy the Bethe an
satz. The question of a generalization of the Sommerfeld 
ansatz to more than three particles is open. 

It is a principal conclusion of this work that the Som
merfeld ansatz is consistent, and the eigenvector particular 
solutions exist and form a complete set for three-particle 
problems where the boundary conditions are not asympto
tic; for periodic boundary conditions, for example. The diffi
culty is that the spectrum must be calculated. The difficulty 
in finding the law that generates the spectrum is already 
present in those cases where the Bethe ansatz is satisfied. 
When the Bethe ansatz is satisfied few spectral laws have 
been fully analyzed. No law for the generation of the spec
trum where the Bethe ansatz fails has ever been formulated. 
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A new renormalization procedure for the solutions of Einstein's field equations in d dimensions 
obtainable by the inverse scattering method (ISM) of Belinskii and Zakharov [Sov. Phys. 
JETP 48, 985 (1978)] is presented. It allows one to obtain families of diagonal metrics which, 
in addition to the solitonic parameters that characterize the ISM, depend on 2(d - 3) extra 
arbitrary parameters. An example of cosmological relevance where the source is a massless 
scalar field in five dimensions is presented. It represents a general family of two-parameter 
four-dimensional metrics that for great times go into the perfect fluid Friedman-Robertson
Walker regime. 

I. INTRODUCTION 

A fair amount of work has been devoted in the last years 
to the construction and analysis of the properties of solutions 
of Einstein equations with an Abelian G ~ group of isome
tries. This appears to be justified since this class contains 
some of the more interesting, from a physical point of view, 
of the stationary axially symmetric metrics as well as most of 
the relevant cosmological solutions. As a result, a variety of 
methods, such as the Backlund transformations, Honse
laers-Kinnersley-Xanthopoulos transformations, the Neu
gebauer-Kramer involution, the Hauser-Ernst formulation 
of the Riemann-Hilbert problem, etc. (for a review see Ref. 
1), have been developed and applied to the construction of 
solutions, starting from seed metrics with these symmetries. 
Among these approaches, and because of its relative simpli
city, the inverse scattering method (ISM) of Belinskii and 
Zakharov2 has been shown to be of great utility in the con
struction of models of physical relevance including superpo
sitions of N-Kerr particles,3 astrophysical models represent
ing black holes distorted by surrounding matter,4 as well as 
in the study of vacuum cosmological models,5 where the 
ISM provides a natural way of breaking in one spatial direc
tion the Bianchi symmetries for homogeneous models. 6. 7 In
teresting results have also been obtained by Carr and Verda
guer8 and Ibanez and Verdaguer9 concerning the 
propagation of gravitational waves on a Kasner background. 
The last two authors have also studied this type of phenome
non for a vacuum Friedmann-Robertson-Walker (FRW) 
model, the Milne universe. 10 

Belinskii II extended the ISM to study cosmological 
models, particularly FRW models with "stiff" fluids (i.e., a 
fluid where the energy density equals its pressure) and Kit
chinghamI2 has shown that it is possible to unify the treat
ment of all the models admitting two spacelike commuting 
Killing vectors containing massless fields (or "stiff fluids"), 
by casting them in the generating technique form. 

A serious limitation on the class of space-times to which 
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all these methods are applicable rests, however, on the condi
tion that the Ricci tensor must vanish on the subspace 
spanned by the Killing vectors. In particular, if we assume 
that the energy momentum tensor corresponds to a perfect 
fluid, the above-mentioned restriction requires the equation 
of state to be that of a stiff fluid. 1 If we look, instead, for an 
energy momentum tensor representing an electromagnetic 
field then this must be of null type (Le., such that the invar
iant F· abF .ab = 0, where F· ab is the self-dual electromag
netic field tensor13 ). 14 

Progress in the direction oflifting the above-mentioned 
restriction started with the work of Belinskii and Ruffini 15 
who extended the ISM to five-dimensional vacuum station
ary axially symmetric solutions. They pointed out that 
through the Kaluza-Klein dimensional reduction proce
dure, their results were relevant to the construction of exact 
four-dimensional solutions with nonvanishing energy-mo
mentum tensor. 

Later Ibanez and VerdaguerI6 used these ideas to con
struct (starting also with a five-dimensional vacuum seed 
metric), cosmological solutions that represent solitonic per
turbations ofa FRW four-dimensional background with an 
effective ultrarelativistic equation of state for the matter con
tent. 

Motivated by the five-dimensional representation of the 
Brans-Dicke-Jordan theory of gravitation, Bruckman 17 ex
tended the ISM to d-dimensional stationary axially symmet
ric space-times. He also studied families of five-dimensional 
solutions that reduce in the absence of rotation to the Weyl
Levi-Civita axially symmetric static vacuum metric, show
ing that, in certain cases, these are equivalent to the spheri
cally symmetric solutions of the Brans-Dicke theory. 

Recently,I8 we showed that, by considering five-dimen
sional space-times with a massless scalar field as a source, it 
is possible to extend the ISM to a class of perfect fluid cosmo
logical solutions with certain symmetries. As an example we 
obtained finite perturbations of the solitonic type for FR W 
flat space-times with a perfect fluid satisfying a general 
"gamma" law for the equation of state. 

The purpose of this paper is twofold. First we show that 
the ISM can be used to obtain a wider family of "solitonic" 
solutions than what is implied in Ref. 2. This result is based 
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on the fact that the method does not provide directly a solu
tion of the gravitational equations and, in general, a "renor
malization" of the new (two-dimensional) metric is re
quired in order to satisfy Einstein's equations. This problem 
was solved in Ref. 2 introducing a scalar "normalization" 
factor. We give here a generalization of this prescription that 
makes use of a matrix normalization factor. Second, we 
show that, as a result of this prescription, we obtain-when 
the method is applied to d-dimensional seed metrics-fam
ilies of solitonic solutions that depend, in general, on 
2(d - 3) parameters (in addition to the parameters inher
ent to the definition of the poles of the solitonic method). 
They also have the interesting property that the solitonic 
perturbation can be made arbitrarily small. 

The paper is organized as follows. We start with a re
view of the ISM adapted to d-dimensional nonstationary 
metrics with a massless scalar field acting as a source. Next, 
we consider the normalization problem and a possible alter
native to the solution given in Ref. 2. Finally we present an 
example of cosmological relevance where the advantages of 
our entire formulation are explicitly discussed. 

II. THE ISM FOR d-DIMENSIONAL NONSTATIONARY 
SPACE-TIMES WITH A MASSLESS SCALAR FIELD 

Here we review briefly the ISM starting with a d-dimen
sional metric in coordinates adapted to cosmological or 
plane waves solutions. Because of the d - 2 group of symme
tries present, this can be written in the form 

d~ = eA(t,r)(dr - dt 2 ) + GAB(t,r)d;xAd~, (2.1) 

whereA,B = 1, ... ,d - 2. 
In this case, generalizing the results of Tabensky and 

Taub19 and Wainwright et al.20 the Einstein equations for a 
massless scalar field as source are 

Rpv = X,pX,v, Il,V = 1, ... ,d. 

If we choose null coordinates, 

t = S - 1], r = S + 1], 

and write the function A in the form 

A=Av + AM' 

(2.2) 

(2.3 ) 

where eAv corresponds to a vacuum solution, we have the 
following splitting of Eqs. (2): 

(aG,,;G-
1
)'1/ + (aG'1/G-

1
),,; = 0, (2.4a) 

(lna),,;,; + Tr A2 , Av,s =--.....;::;::.... 
(In a),s 4aa,,; 

A
V

'1/ = (In a) ,1/1/ + Tr B2 , (2.4b) 
(1n a) ,1/ 4aa,1/ 

where a 2 = det GAB and the matrices A and Bare 

A = - aG,;G- 1
, B = - aG,1/G- 1

• 

The hydrodynamic equation for X is 

(aX,';),1/ + (aX,1/ ),,; = 0, (2.5) 

and the "matter function" AM satisfies 

AM,,; = (X,,; )2/(ln a),,;, A M,1/ = (X,1/ )2/(ln a),,;' (2.6) 
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The Lax pair for Eq. (2.4a) is 

0 1'1' = A'I'/(.1.~), O2 = B '1'/(.1. + a), 

where 'I' = 'I'(s,1].A.) and 

0 1 = a,; - [2a,,;.1. /(.1. - a)]a", 

O2 =a1/ + [2a'1/.1./(.1.+a)]a". 

(2.7a) 

(2.7b) 

Here 'I' isa (d - 2) X (d - 2) matrix and A. isacomplex 
spectral parameter. Also, 'I' satisfies the boundary condition 
'1'(.1. = 0) = G. 

From the '1'0 matrix associated with a given seed metric 
Go one then constructs the vectors 

(k) _ ( ) (k) ['T' -1 ( ) ] ma - mo c Yo Ilk,t,r ca' (2.8) 

where (mo)c (k) are arbitrary real or complex parameters 
(k = 1, ... ,n) and we assume we are interested in the con
struction of n-soliton solutions. 

The equations for the pole trajectories that characterize 
the solitonic behavior of the metric are 

, Ilk,'; = 2a,,;llk/(a - Ilk)' Ilk,1/ = 2a,1/llk/(a + Ilk), 
(2.9) 

where k = 1, ... ,n and n is the number of solitons. 
If one restricts to real pole trajectories, then the param

eters also have to be real. The next step is the construction of 
the n X n matrix 

r kl = me (k) (GO)cbmb (/) /Il kll I - a 2
, 

and its inverse Dkl , such that 

r klDIj = Okj' 

The equation2 

(2.10) 

(2.11) 

G 
N _ (G ) '" Dklme (k)(GO)CAmD (/)(GO)DB 

AB - OAB-£.. 
kl Ilklll 

(2.12) 

provides then a new solution of ( 4a). Notice, however, that 
this is not necessarily a solution of Einstein's equations be
cause, in general, det GN CB = {32 is not equal to a 2

• 

III. THE RENORMALIZATION OF THE MATRIX GN 

The problem of the normalization of GN was solved in 
the general case in Ref. 2 by multiplying by an appropriate 
scalar factor to obtain the correct determinant for the met
ric. 

Belinskii and Zakharov observed that taking the trace of 
(2.4a) it can be seen that det GN satisfies the equation 

[a(ln det G N ),sl,1/ + [a(ln det G N ),1/ ],,; = O. (3.1) 

Then, it is easily verified that the matrix 

GPh = [a-2(det GN)] -1I(d-2)GN (3.2) 

satisfies both (2.4a) and the condition det GPh = a 2
• 

The same ansatz was used by Verdaguer,7 and later by 
Bruckman,17 for the d-dimensional metrics. However, in the 
diagonal case, it is possible to make another choice, which 
allows one to obtain a more general family of solutions. The 
main idea is to multiply the matrix GN by a 
(d - 2) X (d - 2) diagonal matrix N so that 

(3.3 ) 
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becomes a solution of Einstein's equations with 
det GPh =a2

• 

Because GN is a solution of (2.4a) we have to look for a 
matrix N that satisfies 

(3.4) 

The following structure for the matrix N guarantees that 
this equation will be satisfied: 

Nii = d''{3q" i = 1, ... ,d - 3, 
d-3 d-3 

Nd - 2,d-2 =a2
-

P{3 -2- Q
, p= I Po Q= I qo 

;=1 ;=1 

Nkj=O, ki=j. (3.5) 

The reason is that {3 = det GN satisfies (3,1) and a is a solu
tion ofthe wave equation (a,Sl1 = 0). 

Notice that with the choicep; = - q; = 2/(d - 2), we 
recover the standard prescription.2

•
7

,17 It should also be 
mentioned that although this nonuniqueness of the normali
zation required to go from GN to (3Ph does not seem to have 
been analyzed before, Letelier21 arrived at similar results 
(for d = 4) by direct integration of (2.4a) in the diagonal 
static case. We remark, however, that what our construction 
indicates is that we should consider as soli tonic a somewhat 
wider range of solutions than that implied in 
Ref.2. 

An interesting question is the possible generalization of 
these results to nondiagonal metrics. We notice that some 
restrictions must be placed on N, for otherwise the problem 

where 
d-2 d-2 

L= I 8/+282, M= I {3/+2/32' 
;=1 ;=1 

1 d-2 2 
N= 1-- I (8; -{3;) . 

2 ;=1 

The potential X remains unperturbed by the ISM. II 
Therefore we only have to multiply (3.10) by the factor 
exp(AM ) determined by Eqs. (2.6) to obtain the new func
tion eMt,r). 

These solutions provide a 2 (d - 3) -parameter family of 
metrics of the d-dimensional Einstein-Rosen type, satisfying 
the d-dimensional Einstein equations (2.2) for a massless 
scalar field. In accordance with the previous discussion, the 
metrics are of soli tonic type. What we are interested in is, 
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would, in a way, become trivial. In particular, we would like 
to recover, in the general case, the possibility discussed be
low of making the solitonic perturbation arbitrarily small. 
This problem is currently under study. 

To obtain the full solution we need now to integrate 
(2.4b). It is a remarkable fact that even with the normaliza
tion (3.5), the function exp(Av) can be obtained directly by 
quadratures from the matrix (3Ph AB' (Some relations 
between the functions fLk and their derivatives that allow to 
integrate the solution easily are listed in the Appendix.) 

In general the n-soliton solution for matrix G will have 
the form 

261( n )Yi 2{3, 2~ • Gii = t II Ilk r (rt) , I = 1, ... ,d - 2, 
k=1 

(3.6) 

where 80 Yo and{3; are real exponents restricted only by the 
requirements 

I8; =0, I{3; =0, I y; =0, (3.7) 
iii 

which are automatically satisfied by the procedure we ex
plained above, and EJ is the Kronecker tensor. 

The relations 

t 2 = T- (T2_R2)1/2=. -IlT' 

r= T+ (T2_R2)1/2=. -fLR' 
(3.8) 

can be used to define new coordinates R, T. From (2.4b), 
and using the equations given in the Appendix, we have, in 
these coordinates, 

however, the construction of four-dimensional solutions of 
Einstein's equations with non vanishing energy-momentum 
tensor. In the present context this can be achieved through 
the Kaluza-Klein-Jordan procedure of reference. 15 The fol
lowing example will be useful to illustrate the solitonic char
acter of the solutions as well as the role played by the mass
less scalar field that appears in the d-dimensional energy 
momentum tensor. 

IV. FINITE SOLITONIC PERTURBATIONS OF FRW 
MODELS 

We take as seed metric a flat FRW space-time corre
sponding to a perfect fluid whose equation of state obeys a 
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general r law 

P = (r - l)e, 

ds2 = t n( - dt 2 + dr + rd<p2 + dr), 
(4.1 ) 

where n is a real constant, r, <p, and z are cylindrical coordi
nates, and t is the conformal time. Here r and n are related 
by 

r = 2(2 + n)/(3n). 

From (4.1) we obtain a related five-dimensional metric 
of the form (2.1) defining G33 = (>2 and G A 3 = 0 
(A = 1,2). Ifwe look for solutions of the form (2.2) for the 
five-dimensional Ricci tensor we have an effective four-di
mensional energy-momentum tensor of the form 

T,.,v = (> -I(>;p;v + X,,.,X,v - !8',.,v (XaX a ). (4.2) 

It is an interesting fact '6 that for the flat FRW space
time the function (> can be interpreted as the potential for a 
radiative fluid with an energy density defined by the equa
tioneR (4p,,.,J-lv + g,.,v) = 3(>-'(>;,.,;v, where u'" is the four-ve
locity of the fluid. The function X, on the other hand, may be 
thought of as the potential for an irrotational stiff fluid with 
energy density e s = - k,aX ,p~P (Refs. 11 and 19). 

Besides, as was pointed. in Ref. 18, it is always possible to 
make a (formal) unique decomposition of the energy-mo
mentum tensor of any perfect fluid of the form 

T,.,v = (e + P )J-l,.,J-lv + pg,.,v 

(3Ph= 

into a sum of (perhaps unphysical) radiative and stiff fluids. 
The importance of this fact is that, when a potential (> for the 
radiative fluid can be found, it leads to a modification ofthe 
formalism used in Ref. 16 which makes the ISM applicable 
(in the context of a five-dimensional Kaluza-Klein-Jordan 
formalism) to a class of perfect fluid solutions of Einstein's 
equations. In what follows we refer the reader to Ref. 18 for 
details. The relevant quantities that define the seed metric in 
the present example are 

"/'-G 1/2_t- n + 1 a 2 _t 2-2 e- 32t- n - 2 
'I' - 33 - , - r, - 4n , 

A [t2 ]3n<2-n)/4 x= [~n(2-n)]'/2Int, e M= r-t 2 . 

(4.3) 

From this metric, with the appropriate choice of the 
constant vectors mOe <k), we can obtain the following three
dimensional reduced two-solution metric: 

[

tn ] 
G~B = tnr , 

t - 2n + 2a4/J-liJ-l~ 

(4.4 ) 

where the functions J-lk are 

J-lk ± = - Wk 2 - t 2 - r ± {(W~ + r + t 2)2 _ 4t2r}I/2. 
(4.5) 

In this case we have /3 = t ",.u /(J-lJ!.l2)2 and then a physical 
matrix for the problem is 

(4.6) 

t -2n+2- P r- p 

(0"10"2)-<Q,+q2) 

wherep = PI + ql + P2 + q2' and 0"1 = 0"1-,0"2 = O"t with O"k± = J-lk± /(2rt). 
For t -+ 00 these functions have the behavior, 

O"t ~ - r/t + Wk 2r / t 3, O"k- ~ - t /r + Cth 2/rt. 

Therefore, for r«t-+ 00, we have 

0"10"2 ~ 1 + (W/ - w/)/t 2, 
r<t- 00 

and, using (17), 

eA = ern - 2(0"1 - 0"2)1:11 - 2(0"10"2) - Q,+ 2[ (t + O"lr)(t + 0"2r) ]Q, 

r[ (1 - 0"/)( 1 - 0"/) ]1:1112(1 - 0"10"2)2 

where i = 1,2,3, and 

81 = n/2 + ql' /31 = - rl = ql' 82 = n/2 + q2 - 1, /32 = - r2 = q2 , 
3 

83 = - (n - 1 + ql + Q2)' /33 = - (Ql + Q2) = - r3' Q = L ri (8i - /3i) = 
;=1 
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(4.7) 

(4.8) 

(4.9) 
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It is easy to verify that for ql = q2 = -, we recover the metric of Ref. 18. With the same choice of ql and q2 but for n = 2 
(when the background corresponds to a radiative fluid) we have metric (9) of Ref. 16. Similarly, with q I = - ~ and q2 = j we 
obtain metric ( 10) of Ref. 16. 

In general we have a two-parameter family of metrics that represent cylindrical perturbations of solitonic type on the 
background offlat FR W universes. A relevant difference with respect to the cases of Ref. 16 and 18 is that now we can choose 
ql = - q2 and deal with a new solution where the function </J remains unperturbed. In this case we can construct a one
parameter subfamily of metrics with G33 unperturbed. These are given by 

[ 

tn ] 
G

ph 
= (0"10"2)Q 

t n r(0"10"2)q , 

t -2n +2 

(4.10) 

eA = Cr - 2(0"\ - 0"2)2(q2 - I) (0"\0"2)2 + q[ (t + 0"17) (t + 0"27)] - q • 

r[ (1 - 0"1
2

) (1 - O"/)]q'(l - 0"10"2)2 
(4.11 ) 

The limit of this metric for q -+ 0 is the seed metric as can 
be easily seen with the aid of Eq. (A6). Thus, since near 
q = 0 the metric is a smooth function of the parameter q, we 
can make the solitonic perturbation as small as we want. 
Actually, this interesting feature is a consequence only of our 
normalization procedure. Clearly, it may be helpful, e.g., in 
the analysis of the stability of the seed metric under small 
perturbations of soli tonic type. 

Regarding the general solution, we may point out that, 
as in Ref. 18, we have the following interesting cases for the 
value of n. 

The n = 1 case corresponds to a stiff fluid background 
similar to that studied by Belinskii. II 

For n = 2 we deal with the radiative case studied by 
Ibanez and Verdaguer. 16 

For n = - 2 we have a vacuum de Sitter background, 
the behavior of which is studied in Ref. 22 for the particular 
values of qj> ql = q2 = - j. This case is particularly interest
ing in relation to the study of the stability of inflationary 
models. 

For n = 0 the background is the Minkowski space time. 
For n = 4 the background is dust or pressureless perfect 

fluid. 
We remark that in all these cases not only is the metric 

but also the matter content perturbed and, in general, we do 
not have as source an energy-momentum tensor correspond
ing to a perfect fluid. This is the case even when the potential 
if; = [G33 ] 1/2 remains unperturbed, because the energy mo
mentum tensor is defined via the covariant derivatives of the 
potential, which are computed with the perturbed metric. 

In general, the energy-momentum tensor describes an 
anisotropic fluid that can be made to satisfy the strong and 
dominant energy conditions,23 at least in some region of the 
space-time, provided the appropriate election of the relation 
between liJ l and liJ2 is made. Another gauge freedom, namely 
the election of the constant C, can be fixed by the require
ment of regularity of the metric on the symmetry axis. 13 

v. CONCLUSIONS 

We have shown that it is possible to generalize the renor
malization procedure for the solutions obtainable with the 
ISM. In spite of its simplicity, this generalization leads to a 
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richer class of solitonic perturbations of the given seed met
ric than the standard prescription because, for every possi
bility of election of the constant vectors (mo)~k) in (2.8), we 
obtain now, in general, a 2(d - 3 )-parameter family of met
rics. This feature may be helpful in the study of perturba
tions of cosmological models. The reason is that, although 
the symmetry is rather restrictive, these perturbations can be 
made of arbitrary size and they are due to their construction 
of nonlinear type, therefore closely resembling the processes 
that may occur in nature. 

Another aspect of our presentation is the use of the ISM 
for the construction of d-dimensional space-times with a 
massless scalar field as source for the matter content. These 
have shown to be of great utility, at least in one case-the flat 
FR W model- where with its aid it was possible to construct 
solitonic perturbations of perfect fluid solutions in four di
mensions. This result provides interest and justification to 
the search of other fruitful ideas leading to its application to 
a wider class of space-times with matter. 

A more detailed analysis of the properties of the family 
of metrics we presented in Sec. IV is under consideration. 24 
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APPENDIX 

The following relations may be useful in computing the 
metric coefficients: 

(Al) 

(A2) 

(A3) 
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[I ( )2] _ .;,...1t....:..i.r.:...lt~j.t_+~It~I.:;..;·.tlt-.:!j::.-.r n Iti - Itj .t - r- (A4) 
It;ltj 

We also have 

0"10"2/[ (t + O"lr) (t + 0"2r) (r + 0"1t) (r + 0"2t)] = a, (A5) 

(0"1 - 0"2) (1 - 0"10"2)tr/0"10"2 = b, (A6) 

where ab and (J)k are real constants, and 

ILk = (J)k - t ± {«(J)k - t)2 - r}112. 
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Within the type-D Carter metric structure with a perfect fluid source, it is established that the 
Wahlquist metric and a new divergenceless solution are the-only perfect fluid solutions 
satisfying positive energy and regularity conditions. The divergenceless solution, obtainable 
also as a limiting transition of the Wahlquist one, is endowed with three arbitrary parameters, 
and contains the Kramer fluid solution as a particular case. The fluid four-velocity of these 
metrics does not lie in the two-space spanned by the double principal null directions of the 
Weyl tensor. 

I. INTRODUCTION 

The first perfect fluid solution for a rotating fluid body 
bounded by a finite surface of zero pressure has been ob
tained by Wahlquist I in 1968. This solution is of type D with 
geodesic, shear-free, twisting, and diverging principal null 
directions of the Weyl conformal curvature tensor. Several 
years later, in 1984, Kramer derived a type-D rotating per
fect fluid solution with geodesic, shear-free, twisting, and 
divergenceless principal null directions. 2 One can easily es
tablish that both the Wahlquist and the Kramer solutions 
belong to the type-D Carter metric3

; see metric ( 1 ) of Ref. 3, 
which we shall call Carter metric from now on. In the Wahl
quist's case, this fact is shown in Ref. 4. Thus it is reasonable 
to expect that the Kramer solution could be derived from the 
Wahlquist one by a limiting process; in fact, this happens to 
be the case as we shall show in this work. 

The main goal ofthis paper is to demonstrate that with
in the type-D Carter metric structure there exist two physi
cally meaningful (satisfying regularity and energy condi
tions) branches of solutions; the Wahlquist metric and a 
three-parameter divergenceless solution, which contain as a 
particular case the Kramer metric. 

The second purpose is to show that our new divergence
less fluid solution can be obtained from the diverging Wahl
quist metric by a limiting contraction process. 

While this paper was being reviewed,5 we learned of the 
work by Kramer6 on closely related subjects, namely, on the 
determination of the divergenceless fluid solution and the 
interpretation of the Kramer solution as a limiting case of 
the Wahlquist one. 

II. EQUATIONS FOR TYPE·D CARTER ROTATING 
PERFECT FLUID SOLUTIONS 

The Carter metric occupies a remarkable place in the 
theory of exact solutions. It contains-modulo limiting tran
sitions-all type-D solutions in both vacuum and electrovac 
cases except for solutions endowed with the acceleration pa
rameter. It was derived by Carter in 1968 assuming that the 
space-time allows (i) a two-parameter Abelian invertible 
with non-null surfaces of transitivity symmetry group (time 
independence and axial symmetry), (ii) the separability of 

.J This work was carried out during September 1985-June 1986 when this 
author was at CINVESTA V on sabbatical leave from the Illinois Insti
tute of Technology, Chicago, Illinois. Present address: 1615 Cottonwood 
Dr., #18, Louisville, Colorado 80027. 

the Hamilton-Jacobi equation for geodesics, and (iii) the 
separability of the Schrodinger equation [when (iii) holds 
(ii) does automatically] . 

The stationary axisymmetric Carter line element, for
mula (1) of Ref. 3, can be given in the real chart {xl'} 
= {x,y,u,1"} as 

g = (!::JJP)dx2 + (P 1!1)(d1" + N dU)2 

+ (!1IQ)dy2- (QI!1)(d1" + Mdu)2, 

P = P(x), Q = Q(Y), M = M(x), 

N=N(y), !1: =M -N, 

(2.1 ) 

where u and 1" are ignorable coordinates corresponding to 
the spacelike au and timelike aT Killing directions. Since the 
signature we use is ( + + + - ), we have to require PI 
!1 > 0 and Q 1!1 > O. 

Considering our chart as comoving coordinates, the 
components of the fluid four-velocity vector are 

uP, = 8:. (!1/(Q _ P»)1/2, 

uP,up, = -1, (Q-P)/!1>O. 

The Einstein equations 

(2.2) 

Rp,,, - ~p,,,R = - Tp,,,' Tp,,, = (c+p)up,u" +pgP,'" 

c+p#O, c>O, 

for type-D solutions yield the following. 
(i) The equation for M(x) and N(y), 

ax (Mxl!1) - ay (Nyl!1) = 0 

-+Mxx - N yy - !1- 1 [(Mx)2 + (Ny )2] = O. 

(2.3) 

(2.4) 

(ii) The equation for the structural functions P(x) and 
Q(Y), 

!1(Pxx -Qyy) - (Mxx +Nyy)(P+Q) 

-2MxPx +2MxxP-2NyQy +2Nyy Q=O. (2.5) 

(iii) The equation defining the pressure p, 

p=HPxx +Qyy)!1- I
• (2.6) 

(iv) The equation for the energy density c, 

c + p = HMxx + N yy ) (Q - P)!1-2#0. (2.7) 

The double principal null directions of the conformal 
tensor for the studied metric (2.1) are geodesic, shear-free, 
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and in general possess complex expansion Z, 

Z=9+ip= - (l/2a)(Q/2a) 1/2 [Ny +iMx ]' (2.S) 

where 9 and p denote the divergence and the twist, respec
tively. 

This geometric characteristic Z allows us to classify the 
viable solutions according to the following schema: 
(i) twisting (Mx #0) and diverging (Ny #0) solutions, 

(ii) twisting (Mx #0) and divergenceless (Ny = 0) 
solutions, (2.9) 

(iii) twist-free (Mx = 0) and diverging (Ny #0) 
solutions. 

Sections III-V deal with the integration of the field 
equations (2.4) and (2.5), for each branch of the schema 
above, requiring additionally that the obtained solutions 
have to be such that the energy density should be positive, 
and on the limit at the rotation axis they do satisfy the regu
larity condition 

(2.10) 

For the sake of completeness, the expressions for the 
tetrad complex curvature coefficients C (a), a = 1, ... ,5, of the 
conformal Weyl tensor are given. With respect to the null 
tetrad 

(2.11 ) 

3i 
+-[(aQy +2QNy )Mx + (M'x -2PMx )Ny ], 

a2 

(2.12) 
therefore, the studied metric is of type D. 

III. TWISTING AND DIVERGING SOLUTIONS; THE 
WAHLQUIST METRIC 

In case (i) of (2.9) two different sets of real structural 
functions {M, N, P, Q} satisfy the field equations (2.4) and 
(2.5). Nevertheless, only the set of structural functions cor
responding to the Wahlquist metric gives rise to a positive 
energy density, while the second possibility possesses a nega
tive energy density. 

Equation (2.4), differentiated with respect to x and y, 
yields 

Mxxx/Mx = - a = - Nyyy/Ny, a = const. (3.1) 

If a is equal to zero, without loss of generality, the gen
eral solution of (3.1), fulfilling also (2.4), can be given as 
M = ax2 + b, and N = - ay2 + b, where a and b are arbi
trary constants. These structural functions imply. according 
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with (2.7), that p + € = 0, and therefore they give rise to 
solutions outside the class we are interested in. 

For a different from zero, one can distinguish two 
branches of solutions, 

(a) a = - 4v, M = K cosh 2vx + f.l, 
N = K cos 2vy + f.l, 

(b) a=4v, M=Kcos2vx+f.l, 

N = K cosh 2vy + f.l, 
where f.l, v, and K are constants. 

(3.2) 

(3.3 ) 

For a = - 4v, the Wahlquist case, we notice that 

Mxx +Nyy =4va, (3.4) 

and hence Eq. (2.5) for P and Q becomes 

a(Pxx - 4vP) - 2MxPx + 2Mxx P 

- a (Qyy + 4vQ) - 2NyQy + 2Nyy Q = 0, 

which differentiated with respect to x and y yields 

(lIsinh 2vx)ax (Pxx - 4vP) 

= Sf3v = (lIsin 2vy)ay(Qyy + 4vQ), 

where f3 is a separation constant. 
Integrating these equations, one arrives at 

P xx - 4vP = 4{3 cosh 2vx - 4av, a = const, 

Qyy + 4vQ = - 4f3 cos 2vy + 4cv, c = const. 

(3.5) 

(3.6) 

(3.7) 

The general solution of (3.7), fulfilling also (2.5), can 
be given as 

P = a + b cosh 2vx - n sinh 2vx + (f3x/v)sinh 2vx, 

Q = a + b cos 2vy - m sin 2vy - (f3y/v) sin 2vy, (3.S) 

where a, b, n, and m are integration constants. 
Evaluatingp and Efrom (2.6) and (2.7) one obtains 

p = - (v/a)(Q-p) +f3/K, 

€=3(v/a)(Q-P) -f3/K, €+3p=2(f3/K). 
(3.9) 

Consequently, on the zero pressure surface (p = 0), the 
value of the surface energy amount to €s = 2(f3 /K) > O. If 
f3 = 0, one arrives at the Vaidya metric.7 One can show, by 
scaling transformations, that the obtained metric possesses 
only five free parameters; for their interpretation see Ref. 1. 

The "formal" solution of case (b), with negative energy 
density, is obtainable from the Wahlquist metric replacing v 
by iv, v ..... iv. 

IV. TWISTING AND DIVERGENCELESS PERFECT FLUID 
SOLUTION 

In case (ii) of (2.9) Ny = 0 # M x' the general integral of 
(2.4) is given by 

M = Ke2vx + I, N = I, V#O#K, (4.1 ) 

where K, v, and 1 are real constants. 
Substituting M, N, and their derivatives into (2.5), one 

arrives at a variable separable equation for P and Q, namely, 
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P xx - 4vPx + 4vP = 4vjl = Qyy + 4vQ, jl = const. 
(4.2) 

The general integral of ( 4.2) can be given as 

P = jl + e2vX (ax + b), Q =jl + ycos(2ry - ,8), (4.3) 

where a, b,,8, and yare integration constants. Without any 
loss of generality one can set ,8 = 0; we shall adopt this 
choice of,8 from now on. 

One easily evaluates p and E, which amount to 

p = - (v/.6.)(Q - P) + va/K, (4.4 ) 
E = 3 (v/.6.)(Q - P) - va/K, E + 3p = 2 (va/K) . 

Hence the energy on the zero pressure surface amounts to 
Es = 2( va/K) > O. 

The evaluation ofC(3) from (2.12) yields 

C(3) = _ (v/3.6.) {ae2vx + 6vye2i"'}. (4.5) 

From (4.4) and (4.5) one arrives at the conclusion that the 
derived solution is equipped with three essential parameters; 
v, a, and y. Notice that if a equal to zero, we have a "solu
tion" for which E + 3p = 0 with positive energy density but 
with negative pressure. 

By linear transformations of the form 

x ..... ax + xo, 7 ..... ,87 + ba, y ..... ay + Yo, 0'''''' cO', 
(4.6) 

the studied metric, assuming E + 3p#0, can be brought to 
the form 

g =.!. dx2 +!.... dr + .!. dy2 - g(d7 + .6. dO')2 
P .6. Q.6. ' 

.6. =~, P=jl + 8(x + Eo)~, (4.7) 

Q = jl + Y cosy, Eo = {I,o, - n, 
establishing in this manner that the studied solution is cer
tainly endowed with three arbitrary continuous parameters. 

The metric (4.7) for vanishing parameter jl reduces, 
modulo minor redefinitions, to the Kramer fluid solution, 
see (16) in Ref. 2. 

The obtained twisting and nondiverging metric can also 
be written as 

g = (e2vx/p )dx2 + (e2vx/Q )dy2 

+ ~e-2vX[p _ Q (1 _ e2V(X-Xo»2]d~ 

Defining the fluid one-form U = uaea, where Ua = up. e: 
are the tetrad components of the fluid four-velocity (2.2), 
one obtains 

u=- --- (e2-el
) +~ --- (e4 _e3), 

i ( P )1/2 I ( Q )112 
~ Q-P ~ Q-P 

(4.9) 

therefore, the three-form 

U l\e3 1\e4 = (i/~)( P )112 (e2 _ el
) l\e3 I\e4 #0. 

(Q-P) 
(4.10) 

Thus U does not lie in the two-space spanned by the null 
principal directions e3 and e4

• Consequently, the obtained 
solution belongs to class II of the Wainwright classification.8 

V. FORMAL TWIST-FREE AND DIVERGING SOLUTION 

The third case of our schema, for which Mx = O#Ny 
yields a three-parameter solution to the Einstein perfect fluid 
equations possessing negative energy density, and therefore 
of little physical interest. Nevertheless, from the complete
ness viewpoint we consider it pertinent to present it here. 
This twist-free formal solution is given by the metric (2.1) 
with structural functions, 

P = jl + y cos 2vx, Q = jl + (ay + b)e2"" 

M = I, N = I - Ke2"', .6.: = Ke2"" 

where jl, v, y, K, a, b, and I are integration constants. 

(5.1 ) 

The energy density and the pressure of the fluid for this 
solution are given by 

E = - 3 (v/.6.)(Q - P) - va/K, 

p= (v/.6.)(Q-P) +va/K, 

E+ 3p= va/K. 

(5.2) 

Since in the zero pressure surface p = 0, the energy re
duces to Es = val K, which has to be positive (Es > 0), then 
energy density E from (5.2) becomes a negative quantity. 

VI. LIMITING CONTRACTION 

In this section we shall derive twisting and divergence
less solution as limiting contractions of the twisting and di
verging (Wahlquist) metric. In order to accomplish the 
transition, we introduce a contraction parameter E and sub
ject the metric (2.1) to the coordinate transformations + 2Ke - 2vX[p _ Q (1 _ e2v(X -Xo» ]d7 dO' 

- e- 2vX(Q _ P)dr, (4.8) X ..... E-I(X + (1!2v)in 2E), y ..... yE- I, 7 ..... E7', 0' ..... 0', 

(6.1) 
P = jl + 8(x + Eo)e2vX, Q = jl + y cos 2ry, 

Eo = {1,0, - n, 
K8 = ± 2[ 1 + 2V(Eo + xo)] -I exp( - vxo). 

Thus the coordinate 7 has to be interpreted as the time 
coordinate, while 0' is interpretable as the azimuthal coordi
nate. The Xo value of x, which is defined as a solution of the 
equation P(xo) = 0 determines the axis of symmetry and 
rotation. One can easily establish that (4.8) satisfy at the 
rotation axis Xo the regularity condition (2.10). 
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accompanied by a redefinition of the parameters appearing 
in the structural functions M and N from (3.2) and P and Q 
from (3.8) according to 

V ..... EV, K ..... K, ,8 ..... va, a ..... jlE- I
, jl ..... El, b ..... yE-I, 

m ..... mE-2, n ..... yE- I + (a/2v)E- 2In 2E - bE-2. (6.2) 

In the limit E ..... 00, one establishes that 

lim {g,ME- I ,NE- I,PE,Qdws ..... { g,M,N,P,Q }J2)S' 
E~ 00 

(6.3) 
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where the subscripts W8 and:08 denote Wahlquist and di
vergenceless solutions, respectively. 
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Two exact solutions of the Einstein field equations are presented, each having a Finkelstein
Misner kink. The first of these has a perfect fluid interior and a vacuum exterior. The equation 
of state isp = - p = C (where Cis a constant), which is the same as that found in 
inflationary models. 

I. INTRODUCTION 

In a previous paper! the present authors discussed the 
kink metric2 

g,." /jp." - 2tfJ,. ¢" 
and noted the following relationship: 

¢I"¢,. = g"'v¢v¢,. = g,.v¢v¢I" = - 1 . 

Because of the timelike behavior of ¢I", it was proposed that 
the ¢I" be interpreted as the components of the four-velocity 
of a fluid. The functions ¢,. (and also the functions 
¢I" = g"'v¢" = - ¢,.) take values on a three-sphere: 

Thus at any instant of time, the {¢,.} represent a mapping 
tp:R3-.S3. As Ixl ..... co, one obtains asymptotic flatness 
(g,." -+1/,.,,) by imposing the condition (¢O,¢1,¢2,¢3) 
..... (1,0,0,0). The degree of the mapping tp then equals the 
number of Finkelstein-Misner kinks3 present in the metric 

g,.". 
The purpose of the present paper is to seek one-kink 

solutions of the Einstein equations using the above metric, 
but with the {¢I"} given in terms of the Skyrme hedgehog4 
according to 

¢o cos a, ¢i = (xir) sin a, i 1,2,3 . 

The angle a is a function only of r = (x2 + T + r) 1/2 and 
for a one-kink metric (i.e., a degree one map onto S3) we 
require4 a to be continuous and to satisfy 

a(O) = 1T, a( co) = O. 

Since a is known5 to equal the angle of tilt of the light cone, 
one can see from the form of the hedgehog that, as the cones 
tip over on the way from infinity to the origin, the fluid veloc
ity is confined to directions that lie within each of the cones, 
as is required for a vector describing movement of physical 
material. 

The hedgehog assumption leads to the following 
(spherically symmetric) form for the metric: 

goo - cos 2a, go; = - (xi/r)sin 2a, 

gij (xixj/r2)cos 2a + 'rij , 

where'rij is defined by 

'rij = /jij _xixj/r2 

and satisfies 

Even though the metric is spherically symmetric, the time
space term cannot be (globally) removed by a coordinate 
transformation. The usual procedure6 for doing this involves 
defining a new time coordinate 1 t + f(r). Working in 
spherical polar coordinates, the components gOr transform 
according to 

Hence choosing the function f so that df /dr = gOr/goo 
should remove the time-space term (in the new coordi
nates). However, with a kink present, such a choice offis 
not globally possible since goo will equal zero at least once 
somewhere. 

Such singular transformations have recently been dis
cussed by Rosen,7 who presents a number of inequivalent 
spherically symmetric vacuum solutions of the Einstein 
equations. Rosen 7 points out that two metrics that can be 
transformed into each other only by transformations that 
have singularities should not be regarded as the same metric 
and should not be thought of as describing the same physical 
situation. Any transformation that can remove the kink 
from the above metric g,.v will be singular at least at one 
point and will be regarded as inadmissible for the purposes of 
the present paper. 

Because of the nonzero gOi term, the metric g,.v is not 
static. In fact, g,.v is not even stationary in the sense that it 
does not have a globally timelike Killing vector. The compu
tation of the Killing vectors8 yieldS the usual three Killing 
vectors appropriate for spherical symmetry and a Killing 
vector S of magnitude ( - cos 2a) that changes from time
like to spacelike as a varies. 

In what follows, we shall determine the unknown func
tion a(r) so that the Einstein equations G,." = 81TTp." are 
satisfied. The ( - + + + ) convention of Misner, Thorne, 
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and Wheeler9 will be followed throughout. The symbol Op.v 
is used to denote the components of the Kronecker delta, 
whereas 1Jp.v denotes the components of the Minkowski met
ric. The topology of the space-time manifold vK' is assumed 
to be trivial, vK' = R4. 

II. CURVATURE AND KINEMATICS 

The Christoffel symbols and Ricci and Einstein tensors 
for the above metric are readily obtained from the formulas 
given by Harriott and Williams I and are also listed in Wil
liams and Zia2 and Finkelstein and McCollum.s (For an 
alternative approach related to the present work, see Cle
ment. lO ) Since det g = - 1, it follows that gJl.v = gp.v and 
r~v = 0, for all v. It is straightforward to show that 

Gg = ( 21r)a, (r sin2 a), G ~ = G~ = 0, 

G{ = Ggxix j /r + (!r)a, (rGg )1"ij , 

R = (2/r)a;(r sin2 a) . 

Following Ellis,l1 we note that the stress-energy tensor T; 
can be written as 

T; =pup.uv+qp.uv+up.qv+ph; +17';, 

where qp. is the energy flux (due to diffusionlheat conduc
tion), h; is the projection tensor (equal too; + Up.UV), 17'; is 
the anisotropic pressure (viscosity) term, and qp. up. = ~ 
= 17'; Uv = 0 . It is usuaP I to assume that 17'; is linearly relat
ed to the shear tensor 0-; : 

17'; = -Ao-;, 

where the constant A is positive and is proportional to the 
coefficient of (dynamic) viscosity. 

The metric, together with the above choice of fluid ve
locity, namely, UO = cos a, ui = (Xi /r)sin a, can then be 
used to evaluate the various quantities occurring in the 
expression for T; . The components of the projection tensor 
h; are 

h g = sin2 a, h ~ = h ~ = - (xi/r)sin a cos a, 

h{ = 01 (xix j /r)sin2 a. 

The shear tensor is defined in terms of the covariant deriva
tives up.;v and the isotropic (volume) expansion 0= u~: 

o-p.v = (up.;1'/h ~ + uV;1'/h Z )/2 - Ohp.J3 . 

The ul';V and 0 are given by 

uO;o = sin 2a sin a a,a, 

ui;o = - (xi/r)sin 2a cos a a,a , 

UO;j = (xj/r)cos 2a sin a a,a, 

Ui;j = (xixj/r)cos 2a cos a a,a + (1"ij/r) sin a, 

0=r- 2 a,(rsina) . 

The acceleration vector ill' = u~ U v is 

(uo,ii) = (UO'ui ) = (sin a, - (xi/r) cos a)sin a ara . 

The shear tensor 0-; and the scalar shear 0- = (d"v 0-p.v ) 1/2 
are as follows: 
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0-= 3- 1/2rar (r- 1 sina), ug =0-3-1/2 (1-cos2a), 

do = dl = - 0-3- 1/2(x i/r)sin 2a, 

o-{ = 0-3- 1/2 [ (Xix" /r){ 1 + cos 2a) - 1"ij] . 

Since the chosen metric is spherically symmetric, it is clear 
that the vorticity tensor w; = (uu;1'/h Z - uV;7fh Z)/2 will be 
zero everywhere. We also remark that qp. ul' = 0 leads to the 
following relationship between the components of the heat 
flux vector qp.: 

qi (xi/r) sin a = - qo cos a. 

III. EINSTEIN EQUATIONS 

Henceforth, 17'; will be equated to Ao-;, where A is a 
positive constant. Then G ~ = 81TT~ leads to 

(p + p - 220-/31/2)UOUi + qoui + U~i = O. 

If functions / I and /2 are defined by qo = / IUO' qi = /2U", 
then the term qoui + u~ .. can be written as (/ 1+ / 2)UOU

i . 
The condition ql'up. = 0 now implies/luoU° + / 2Uj Ui = 0, 
so that / I cos2 a + /2 sin2 a = O. Hence / I = - / sin2 a 
and/2 =/cos2 a, where/is an as yet unspecified (and 
possibly zero) function. Thus 

qO _ /sin2 a cos a, qi = (xi/r)/sin a cos2 a. 

Ifany one of/ I'/2' or/are zero, then all three will be zero. 
We now have the following relation: 

p + p - 220-/3 112 + / I +/2 = O. 

Then G{ = 81TT{ gives 

Gg xixj/r + (l/2r)ar CrGg )1"ij 

= 81T(pU;U j + pujU j + pol- Ao-I + qiUJ + u;qj) 

= 817'[ (p + p - 220-/31/2 + 2/2)uj u
j 

- (Ao-/31/2){(2xix j/r) -1"ij} + pol] . 

Comparison of the above equations suggests that we choose 
/ land/ 2 to be equal everywhere; it then follows from their 
definitions that they must both equal zero. From now on, we 
assume / I = f 2 = 0, which leads to the following equation 
of state relating energy density, pressure, and shear: 

p + P - 220-/3112 O. 

Then G{ = 81TT{ becomes 

Ggxixi/r + (1I2r)ar (rGg)1"jj 

= 81T[pol- (Ao-/31/2){(2xixi/r) -1"1)] 

and Gg = 81T Tg becomes Gg = 81T(P - 220-/31/2). (One 
may check from the equation of state that Tg = - p.) 

IV. PERFECT FLUID SOLUTION 

For a perfect fluid, the stress-energy tensor is 
T; = (p + p)ul'uv + po;, with 17'; absent and A = O. The 
equation of state given previously now becomes p = - p. 
The field equations of interest are 

Ggxixj/r + (l/2r)ar (rGg)(oij -xixj/r) = 81Tpol, 

Gg = (-2!r)ar (rsin2a) = 81TP; 

the first of these can be solved by choosing G g (and hence 
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the pressure p) to be a constant. If the constant is assumed 
nonzero,p = - C #0, the second equation leads to an inte
rior solution 

sin2a = (417"13)Cr, 

which requires C to be positive and hence the energy density 
p = - p = C to be a positive constant. Fluids satisfying this 
relation have arisen in inflationary cosmological models12 

and in certain particle models. 13 Alternatively, choosing 
p = - p = 0 leads to an exterior solution 

sin2 a =M Ir, 

when Mis a positive constant. For a kink to be present, these 
two solutions must be joined so that a(O) = 1r, a( 00 ) = 0, 
with sin a rising from 0 to 1 and failing back to 0 again as r 
increases from the origin to infinity. This is achieved by the 
following overall solution: 

O<.r<.M, . {riM, 
SlDa= 

(M Ir)I/2, M<.r< 00, 

with M = (31 411"C) 112. The solution describes an object of 
radius M surrounded by empty space. It is easy to check that 
M is the total mass. The exterior solution is not Schwarzs
child since it is not possible to transform away the go; term. 
To transform the external solution into the Schwarzschild 
form would require "unfastening" the solution from the 
boundary at r = M. These, of course, are global comments. 
The exterior solution is locally transformable into the 
Schwarzschild solution, in accordance with Birkhoff's 
theorem. It should be remarked that Rosen 7 has given a 
number of spherically symmetric exterior vacuum solutions 
that are not globally transformable in the Schwarzschild so
lution (in a nonsingular way). Unlike the solutions given in 
the present paper, Rosen's 7 solutions are not kinked. 

For the interior solution, the scalar curvature is 
R = 321rC and there is a positive expansion () = 31M. The 
scalar shear is found to be zero, 0' = 0, so that 0' Jl.V = 0 for all 

""v. 
In the exterior region, the scalar curvature is zero, 

R = 0, but () and 0' are found to be nonzero. (Since p = 0, the 
interpretation of nonzero () and 0' is unclear, but models with 
such behavior have arisen in other situations.s) 

V. IMPERFECT FLUID SOLUTION 

The field equations show that the only interior solution 
is the previously chosen (A. = 0) perfect fluid solution. With 
A. > 0, the field equations lead to 

Gg - (1I2r)ar (rGg) = - 2411"11.0'13 1
/
2, 

(1I2r)ar (rGg) = 81r(p +11.0'13 1
/
2), 

Gg = ( - 2/r)ar (rsin2 a) 

= 81r(p - 211.0'13 1
/
2) = - 81rp. 

The following may be shown to be an exterior solution: 
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sin a = - (A. 13)r + M 1/2(1 + A.M 12)r- 1I2. 

The outer edge of this solution must be joined to the trivial 
solution sin a=O to preserve the boundary condition at in
finity. This solution will be pursued no further, except to 
note that p = 211. 213 + 411.0'13 1

/
2 is not positive everywhere. 

VI. CONCLUSIONS 

We have demonstrated the existence of exact solutions 
for the metric gJl.v = 6J1.v - 2¢JJI.¢Jv' The most interesting of 
these was a perfect fluid solution with an exterior vacuum. 
The interior was similar to an inflation metric, having con
stant energy density p = - p. The expansion factor is expo
nential,L a:etlM ,sinceL IL = () 13 = M- 1

• Starting from 11 

qJl. = - Kh; (T;v + Tuv ) (with qJl. = 0), it can be shown8 

that the temperature falls off exponentially with increasing r. 
The manifold is well-behaved everywhere,8 including r = 0, 
so that there are no curvature singularities. 
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Using the method of null tetrad, the Kerr-Newman metric in the background of the 
Robertson-Walker universe is derived in terms of a metric that is conformal to a generalized 
Kerr-Schild metric. A new two-fluid interpretation of this metric is presented. The Kerr
Newman metric in the background of the Einstein--de Sitter universe is discussed in detail. 

I. INTRODUCTION 

The problem of finding exterior gravitational fields of 
black holes embedded in some world models has attracted 
wide attention. Vaidya l has discussed the exterior gravita
tional field of a Kerr2 black hole embedded in the Robert
son-Walker universe with positive curvature of the space
like surfaces t = const. The source for the above solution is 
an anisotropic fluid (i.e., pressures in all three spatial direc
tions are not equal). Taub3 has shown that the source for 
Vaidya's solution can be taken as a mixture of perfect fluid 
and a null fluid. Patel and Trivedi4 have generalized Vai
dya's solution to include source-free electromagnetic fields. 
Their solution describes the Kerr-Newman5 metric in the 
background of the closed Robertson-Walker universe. The 
source of their solution is also an anisotropic fluid. 

We know that the method of null tetrads is widely used 
in solving the problems of relativity theory. Therefore it 
would be interesting to rederive the Kerr-Newman metric in 
the cosmological background by this method. 

The object of the present investigation is to give this 
rederivation and to give a new two-fluid interpretation of the 
Kerr-Newman metric in the cosmological background of 
the closed Robertson-Walker universe. We also intend to 
discuss the Kerr-Newman solution in the background of the 
Einstein--de Sitter universe. 

II. THE METRIC AND THE EINSTEIN TENSOR 

A space-time with metric tensor gik will be said to be a 

generalized Kerr-Schild space-time V when 

(2.1 ) 

where gp.r is the metric of an arbitrary space-time V, H is a 
scalar field over V, and II' is a null, geodesic, and shear-free 
vector field in V. Let us consider a space-time V· that is 
conformal to V. Taub3 h~ verified that II" remains null, geo
desic, and shear-free in Vand V·. 

In the present paper we shall take V to be the Einstein 
universe. V aidya I has shown that the metric of the Einstein 
universe can be expressed in the form 

dr = _dt 2 + dr'l + (lpI2IN 2)da2 + <lpl2 + k 2 sin2 a) 

xsin2 a d{32 - 2k sin2 a d{3 dr, (2.2) 

where 

p = (R ~ - k2)1/2 sin (rIRo) + ik cos a, 

N 2 = 1- (k2IR~)sin2a. 

Here Ro and k are constants. Note that the cosmological 
constant A is nonzero for the Einstein universe. 

It may be verified that the four null vectors II' , n I' , m I' , 
and mp given by the equations 

{ill" = (-1,0,ksin2a,-1), 

{inp = (1,0 - k sin2 a, - 1), 

{imp = (O,pIN,ip sin a,O), 

{imp = (OiJIN, - ip sin a,O), 

are such that the metric tensor of (2.2) becomes 

(2.3) 

gp.r = - (lp.nr + lrnp.) + mpmr + m/niJ' (2.4) 

Here and in what follows an overbar indicates a complex 
conjugate. Also these vectors satisfy 

liJnp = - 1, mWmp = 1. (2.5) 

All otherinner products are O. From (2.2) and (2.3) we can 
find the contravariant components of these vectors. They are 
given by 

{ill" = ( - 1,0,0,1), 

{iniJ = (1,0,0,1), 

{imP = (ip/lpl2) (k sin a, - iN,csc a,O), 

{imP = - (ip/lpI2) (k sin a,iN,csc a,O). 

(2.6) 

If we define a vector field Up by {iup = II' + np then the 
following results about Up can be easily established: 

Up/,., = UpnP - 1!{i, C? Up = - 1, U,.,IY = o. 
(2.7) 

The stroke denotes the covariant derivative with respect to 
gpy' It is a straightforward matter to verify that 

lplymp nY = e. (2.8) 

If e and n are the expansion and the rotation of the null 
vector I,." then Z () - in = Ip.lrmp mY. Using (2.3) and 
(2.6) it can be seen that 

[ 
(R ~ - k

2
) • (r) (r) /pI2Z= -{i 2 sm - cos -

Ro Ro Ro 

- ikN cos a]. (2.9) 

The Ricci tensor and the scalar curvature for the Einstein 
universe are given by (see Taub3

) 
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RI'Y = - (2/R~)(gI'Y + UI'Uy ), R = - (6/R~). 
(2.10) 

The following relations can be established by a straight-
forward computation: 

Z.I'II' = - Z.I' nl' = - (1/ R ~ + Z 2/2), 

ZoIlml' =0, (2.11 ) 

Z ml' = ik sin ap [ _ Z 2 + ZZ __ l_ 
oll Ipl2 2 R ~ 

NNa cot a _N2] 

+ Ipl2 ' 
where the comma indicates partial derivative and Na 
=aN/aa. 

We now consider a space-time V * with the metric tensor 

g!y =S2(t) [gl'Y +2HIl'ly], (2.12) 

where gl'Y is the metric tensor of the Einstein universe de
scribed by (2.2), S is an arbitrary function of t, and H is a 
scalar function of coordinates. 

The expression for Einstein tensor for the space-time V * 
has been worked out by Taub. 3 We state this expression for 
ready reference: 

G; =X(gJ'" - 2HII'P)UI' Uy - N*P Iy 

+ [X /2(1 + H) - p* - (ro + E)/S4]I5Jy 

+ rr*(mJmy + mJmy ) - 6. (mJly + myP) 

- X(mJly + myP), (2.13) 

where various quantities are given by 

S2X= 2(SSII_Si2 -1/R~), 

S2P* = _ (SSJI + 2S i2 + 2/R ~), 

- S4N* = - No + 2..{i(Ho nP )lpS i + 4HoiR~, 
S4rr*=<I>Op/P -ro-E, (2.14) 

S46. = 6.0 , 

ro = !(HJP )Ip (Z + Z) - !HoZZ + HoRl'yll' IY, 

E=HoSS IJ +..[2S i (HJP)lp' 

No = - Holl'YgPy - 2<1>op nP, 6.0 = <l>oymY, 

<l>0Jl = (HJP ) Ipl' - (HJl'lpu + 2Ho.ull'lp)gP<T 

-HJu Rul'" 

(2.15 ) 

It should be noted that we have used the results (2.1)
(2.12) in arriving at the expression (2.13) of the Einstein 
tensor. An overbar indicates differentiaton with respect to t. 

III. THE ELECTROMAGNETIC FIELD 

We choose the electromagnetic four-potential A! as 

A!=¢/!, (3.1) 

where I! = II' and ¢ is a function of coordinates. 
Therefore 

(3.2) 
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The electromagnetic field tensor corresponding to the choice 
(3.1) is given by 

F!y = ¢(/I'IY -Iyll') + ¢.yll' - ¢.l'ly, (3.3) 

F°I'Y = S -4 [¢(lI'IY - pll' ) + ¢'YII' - ¢.I'p ]. (3.4) 

Let us now try to solve the source-free Maxwell equations 
F~;y = 0, where the semicolon indicates the covariant deriv
ative with respect to the metric tensor If!y. The relations 
F~;Yll' = O,F~;yml' = 0, andF~;yml' = ° imply the follow
ing equations: 

A. Il'fY + A. II'(Z + Z) + A.(Z - Z)2 = ° (3.5) 'I'.I'Y '1'.1' 2 'I' 2 ' 

Z¢.l'ml' - ~¢Z.l'ml' - (¢.y/Y)ll'ml' 

- ¢.I'ml' [ (Z + Z)/2] = 0, (3.6) 

ZI- ml' - lA.Z ml' - (A. fY) I ml' 'I' oil 2'1' .1' 'I'.y I' 

- ¢.I' ml' [ (Z + Z)/2] = 0. (3.7) 

Equation (3.5) will determine ¢ as 

¢ = ~Q(Z + Z), Q'I'II' = 0. (3.8) 

Substituting ¢ from (3.8) in (3.6) and (3.7) we get 

Q,fI ml' = 0, Q.l'mlL = 0. (3.9) 

Since Q is required to be real and it satisfies Q.", II' = 0, 
Q.l'ml' = 0, Q.l'm'" = 0, the integrability conditions of these 
equations imply that we must have 

(fYmfy - mY I fy )Q.I' = 0, 

(fYmfy - mY Ify )Q.I' = 0, 

(mYmfy - mYmfy )Q.", = 0. 

These c~nditions can be expressed as Q.ILnl' (Z - Z) = 0. 
As Z =l=Z (i.e., 0=1=0), we have Q.I' nl' = 0. Thus Q is a con
stant and, consequently, 

¢ = !Q(Z +Z), (3.10) 

where Q is a constant. Substituting this value of ¢ in 
F;;Ynl' = 0, we have verified that this equation is identically 
satisfied. The electromagnetic energy tensor E!y is given by 

E!y =gOafJF!aF~fJ - }s!yFOaPF!p. (3.11) 

Using (3.3) and (3.4) in (3.11) we obtain 

S4E;J = _ ~ [¢2( Z ; zy _ (¢.p/p )2 ]15~ 

+ ¢2(Z - Z)(mJm + mJm ) 2 y y 

+ !¢¢,pmP (Z - Z) (lJmy + mJly) 

- !¢¢,pmP (Z - Z)(Pmy + mJly) 

+ ¢,p¢,pFly - ¢,pIP(¢·Jly + ¢.yIJ). (3.12) 

IV. THE TWO-FLUID INTERPRETATION 

In this section we shall try to solve the Einstein-Max
well equations corresponding to a mixture of perfect fluid, 
null fluid, and source-free electromagnetic fields in terms of 
the metric tensor If!y. The energy momentum tensor for such 
a mixture is given by 
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T; = (w + p) V'JV~ + p8; + ~1·J l~ + E;, (4.1) 

where V'1l are the components of the flow vector satisfying 
V'1l V: = - 1. Here wand p are the density and the pres
sure of the perfect fluid, respectively. Also ~ is the radiation 
density of the null fluid. Since 

8~ = - Fny - nJly + ;;lmy + mJmy, (4.2) 

the Einstein tensor given by (2.13) may be written as 

G;J = X(r - 2HIIlIJ) Up Uy + N*f Iy 

+ [!X(1 +H) -p* + (1/S4)<I>opIP]8~ 
+ 11'* (Ziny + nJly) - A(mJ Iy + myF) 

(4.3) 

where X, N *, P *, <l>01l ,N *, and N are defined by (2.14). Let 
us choose the components V: of the flow vector as 

V: =S(a*UIl +F2f3*IIl)' (4.4) 

where 

a*2 = (1 + H)/[ (1 + H)2 - (2/X){N * - HoS -4} Ji/2 
(4.5) 

and 

a*2(1 + H) + 2a*fJ * = 1. (4.6) 

One can easily check that 

g*IlYV*V· = V·IlV· = -1 Il Y Il (4.7) 

and 

SV·1l = a*UIl + /i11'(fJ * + a*H). (4.8) 

In view of (4.7), the choice (4.4) of V: is justified. The 
expression (4.3) for G;J can now be simplified to 

G;J= (X/a*2) V'JV~ 

- [~(1 +H) -p* + (1/S4)<I>OplP]8~ 

- [N * + ~ * ( 1 + H + !:) ) I Jly 

+ (11'* - XfJ * /a* ](nJly + IJny ) 

- A(mJly + fmy) - A(mJly + IJmy )' (4.9) 

Now, the Einstein-Maxwell equations are 

(4.10) 

where T;Jisgivenby (4.1). SubstitutingG;Jfrom (4.3) and 
E;J from (3.12) in (4.10) one can verify that if 

XfJ*/a* = 11'* + (811'/S4) [(¢.plP)2 + ¢202] (4.11) 

holds, then we have 

- 811'(p + w) =X /a*2, (4.12) 

811'p = 11'* _ XfJ * _ [1- X(1 + H) _ P * + <l>op: P] 
a* 2 S 

+ (411'/S4) [¢202 + (¢.plP)2], (4.13) 
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(4.14) 

and 

A + (1/S 4) [811'¢.p1 P¢ ,JLmll + 411'¢¢.l'mll (z - Z)] = o. 
(4.15 ) 

Equation ( 4.15) can be easily integrated to have the function 
Hoas 

Ho = !M(Z + Z) - 211'Q2zZ + 411'Q2/R~, (4.16) 

where M is a constant. Thus if ( 4.11) holds we get a solution 
of the field equations (4.10) with p, w, and l: given by 
(4.12), (4.13), and (4.14). The explicit expressions for 
these physical parameters are 

- 811'p = (1/S 2) (2SS 11 + S 12 + 1/R ~) 

+ (HoIS 4)(SSll _S12 -1/R ~), (4.17) 

-817W= - (3/S 2)(SI2 + 1!R~) 
+ (HoiS 4) (SS 11 _ S 12 + 3/R ~) 

- (2/i/S4)Sl(HJP)\p' (4.18) 

- 811'l:S2 = 4HoIR ~ + 2..[2S 1 (HonP) Ip 

+ 2A [- 2H /R~ + HoSSll 

+F2S i (HJP)\p], (4.19) 

where 

and 
- 2 

(HoiP)lp = - (HonP)\p = !M(ZZ - 2/R 0) 

+ 411'Q 2(Z + Z)/R~. (4.21) 

The quantity Z is given by (2.9). The explicit form of 
the line element is given by 

ds2 = S2[ - dt 2 + dr - 2k sin2 a dfJ dr + (1P12/N 2)da2 

+ (1P1 2 + P sin2 a)sin2 a dfJ2] 

+ Ho( - dt - dr + k sin2 a dfJ)2 (4.22) 

with 

(R ~ - k 2) . 2( r) 2( r )] + sm -cos-
R~ Ro Ro' 

(4.23) 

WhenR- 00 andS = 1, it can be easily seen thatEq. (4.11) 
is satisfied. In this case we have p = 0, w = 0, and l: = O. 
This corresponds to usual Kerr-Newman metric. Thus we 
can interpret the metric (4.22) as the Kerr-Newman metric 
in the background of the closed Robertson-Walker universe. 

We know that the cosmological constant is nonzero for 
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the Einstein static universe. If we incorporate the cosmologi
cal constant A in the field equations (4.10), and if we take 
S= 1, we have 

- 81TP = - A + (1-Ho)/R 6, (4.24) 
- 81TW = A - 3(1- Ho)/R 6, ~ = 0, 

where Ho is given by (4.23). In this case Eq. (4.11) is also 
satisfied. 

Thus the case S = 1 represents the Kerr-Newman met
ric in the background of the Einstein universe discussed by 
Patel and Trivedi. 4 

v. THE KERR-NEWMAN METRIC IN EINSTEIN-DE 
SITTER BACKGROUND 

We now consider a special case in which the Robertson
Walker metric has fiat spatial sections t = const. Thus we 
take Ro--+ 00. We shall further assume that the background 
space-time is pressure-free. Thus we assume that the func
tion S satisfies the differential equation 

2S 11S + SIZ = O. (5.1) 

The solution of (5.1) can be expressed as 

S = [3(1 - to)/Tolz/3, (5.2) 

where to and To are constants of integration. Let us define T 
by 

T = T oS 1/2 = To[3(t - to)/To] 1/3. 

It is painless to see that 

SI =2/T. 

Using Ro--+ 00. In (4.23) we obtain 

Ho = (2mr - 41Te2)/lpI2, 

with 

• Iplz = r + k 2 cos2 a. 

The constants m and e are defined by 

2m = -,r2M and e = Q. 

(5.3 ) 

(5.4) 

(5.5) 

(5.6) 

(5.7) 

In this case, we can easily establish the following results: 

X = - 12/S2Tz, p* = - 6/S 2T2, 

{3* m(T+r) 21Te2 

-;;;- = - 3/p/2S2 + 31p/2S2 ' 
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<l>OpIP + ro = 0, 

161Tezk 2 sin2 a 
S4/p16 

E = _ 4m(T + r) 81Te2 

T2/P/2 + T21p/2 . 

(5.8) 

Using the results (5.8) it is easy to see that Eq. (4.11) is 
satisfied. It is a consequence of the above equations (4.12)
(4.14) that 

81TP = 12(mr - 21Te2)1S4/P/2T2, 

8 12 [1 mer - 2n] 81Te
2 

1TW = S2T2 + 3/p12S4T2 - /p/2S4T\' 

and 

81T~= 8m [r+ m (T+r)(5r- n ] 
T21pl2S2 31pl2S2 

+ 1~e4/3/p14S4T2 . 

The explicit form of the metric in this case is 

d~ = S 2 (t)[ - dt 2 + dr - 2k sin2 a d{3 dr 

(5.9) 

(5.10) 

(5.11 ) 

+ (r + k 2 cos2 a)da2 + (r + k 2)sin2 a d{32] 

( 
2mr - 41Te2 ) . 

+ r k2 2 (- dt-dr+ ksm2ad{3)2, + cos a 
(5.12) 

whereSis given by (5.2). 
The Metric (5.12) describes the Kerr-Newman metric 

in the background of the Einstein-de Sitter universe. 
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Following Ashtekar's new Hamiltonian formulation of general relativity ["Anew 
Hamiltonian formulation of general relativity," Syracuse University preprint, 1986; Phys. Rev. 
Lett. 57, 2244 (1986); Proceedings of the Florence Conference on "Constrained Systems" 
(World Scientific, Singapore, 1986)], the results of Arms, Fischer, Marsden, and Moncrief 
[Ann. Inst. H. Poincare 33, 147 (1980); Ann. Phys. (NY) 144,81 (1982)] on the structure of 
the space of solutions of vacuum Einstein equations in the case of space-times admitting a 
compact Cauchy hypersurface are rederived and extended. 

I. INTRODUCTION 

Recently Ashtekar l gave a new Hamiltonian formula
tion of general relativity using what he called "new vari
abies." One of the variables is a densitized soldering form 
iT' A B, which is an isomorphism between the space of complex 
tangent vectors va at any point of a three-manifold l: (a 
Cauchy hypersurface of a space-time) and SU (2) [or 
SL(2,C)] spinors V A

B at that point whose components 
form a 2 X 2 anti-Hermitian traceless matrix. Another con
jugate variable is a connection one-form AaMN with values in 
the Lie algebra of SU (2) corresponding to a certain connec
tion, now known as the Ashtekar-Sen-Witten (ASW) con
nection (see Renteln2 and references therein). Using these 
as dynamical variables, constraints of Einstein's theory in 
the ADM formalism simply state that iT' A B satisfies the 
Gauss-law constraint w.r.t. AaMN and that the curvature 
form FabA B of AaM N satisfies certain purely algebraic condi
tions involving iT'AB. In particular, the constraints are at 
worst quadratic in these variables. In the ADM formalism, 
constraints contain non polynomial functions of the three
metric. This simplification occurs because AaM N has infor
mation about both the three-metric and its conjugate mo
mentum. In the four-dimensional space-time picture, AaM N 

turns out to be a potential for the self-dual part of Weyl 
curvature. One of the striking features of this formulation is 
the simplification of Einstein's equations in the half-fiat case. 
Here, the equations are remarkably simple and resemble 
Euler's equations for rigid bodies. This supports the conjec
ture of exact integrability of the half-fiat equation. For other 
simplifications, comments, and discussions, we refer the 
reader to Ref. 1. 

This Hamiltonian formulation can be derived from a 
manifestly covariant four-dimensional Lagrangian formula
tion in which Aa (or A"" a four-quantity) appears as a con
nection one-form with values in the Lie algebra ofSL(2,C) 
and iT' is the conjugate momentum aL /aAa corresponding 
to a suitable Lagrangian constructed from the curvature 
form F",v corresponding to A", and l:",v AB = i(y", AA 'YvA' B 

- y" AA'YpA,B). The action is 

[= f l:AB AFB
A

, 

The Y giving l:",v can be constructed as follows. Given a 
SL(2,C) principal bundle on space-time 4S = I.XR, I. be
ing a spacelike hypersurface, let V denote the two-dimen
sional complex vector space of Weyl spinors at each point 
xe4S. Then V ® V (Vbeing the complex conjugate) is also a 
vector space, the space of 1-1 spinors. If W denotes cotan
gent space at x on 4S, then Y is a section of the associated 
tensor bundle V® V® W. Thus Y", is a Hermitian matrix 
valued one-form and AI' is a connection one-form [on the 
SL(2,C) bundle on 4S] with values in the Lie algebra of 
SL(2,C). For further details, see Samuel.3 

Following this new variables approach we, in this paper, 
rederive and extend the results of Fisher et al.4 (hereafter 
referred to as FMM) and Arms et al.5 (hereafter referred to 
as AMM) on the structure of the space of solutions of Ein
stein's equations when a space-time admits a compact 
Cauchy hypersurface. The word "extend" is used in the 
sense that Ashtekar's formulation gives complex general rel
ativity. Simplicity of constraint equations in new varia.les 
simplify calculations of the FMM program (deriving results 
of FMM and AMM for vaccum Einstein or for Einstein 
equations coupled to matter fields is referred to as the FMM 
program) and many features ofthe FMM program for cou
pled Einstein-Yang-Mills fields appear in this setting, More 
simplifications seem to appear in the treatment of the FMM 
program for the coupled Einstein-Yang-Mills system via 
new variables. This happens because the new variables for
mulation provides a natural embedding of the constraint 
surface of Einstein phase-space into that of Yang-Mills. 
This embedding seems to provide new tools to analyze a 
number of issues in both classical and quantum gravity. For 
detailed comments we refer the reader to Ref. 1, Jacobson 
and Smolin,6 and Renteln and Smolin.7 

In Sec. II, we give notation and a brief introduction to 
the new variables approach and write the connection one
form, its curvature form, and other identities that will be 
used later. Again, for details, see Ref. 1. In Sec. III, we prove 
the first steps of the FMM program, namely ellipticity ofthe 
adjoint operator appearing in the evolution equations and 
linearized stability of new constraint equations by assuming 
conditions on the spacelike hypersurface l: similar to Arms8 

and Fischer and Marsden.9 We then prove a result that en
ables us to identify the triplet (N,Na ,lj) of the lapse func-
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tion, shift field, and Lie algebra-valued function with sym
metries that a space-time admits. This follows the procedure 
used by Arms.8 In Sec. IV, we give the remaining steps of the 
FMM program, using the Kuranishi map and the conical 
structure of singularities. Since FMM and AMM contain 
detailed expositions of these results, we only outline their 
procedure and give the necessary calculations in terms of the 
new variables. In Sec. V, we discuss future work related to 
these results. 

II. NEW VARIABLES-A BRIEF INTRODUCTION 

Fix a compact three-manifold l:. The configuration 
space C in the ADM-formalism is the space of all positive 
definite metrics qab on l:. Fix a point qab in C. A tangent 
vector at qab is represented by a second rank symmetric ten
sor field hab on l:. A cotangent vector is therefore represent
ed by a second rank symmetric tensor density pab of weight 
1. The phase space I" of classical general relativity (ADM) is 
the cotangent bundle over C. Thus a point of I" is a pair 
(qab ,pab). Here I" has a natural symplectic structure n 
whose action at a point (q,p) off on tangent vectors (h,w) 
and (h ',w') at that point is given by 

nl(q.p)(h,w),(h ',w'») = J (w'h' - w"h), (1) 

wherew'h = ~b hab' Not all points off are accessible to the 
vacuum gravitational field: There are constraints given by 

(2) 

C(q,p) = - ! R + ~ ~abpab - ~ p2) = 0, (3) 

where D and R are, respectively, the derivative operator and 

the scalar curvature of q ab' ,[q = ~ det q, p2 = (tr p ) 2, and 
tr p = qab pab. These constraint equations and correspond· 
ing evolution equations which together are equivalent to 
Einstein field equations, are treated in detail in ADMIO and 
Fischer and Marsden.9 We shall follow Refs. 8 and 9 for 
notation and other technical details. 

Phase space I" is then extended to incorporate spinor 
fields. Here l: is not equipped with an a priori metric. So we 
first spell out the sense in which the fields are spinorial. 

In addition to tensor fields t a" 'be"' d on l:, we also con
sider objects A A ,f.l A with internal SU (2) indices. Mathemat· 
ically these fields are cross sections of a vector bundle over l: 
whose fibers are two-(complex) dimensional vector spaces, 
equipped with preferred nondegenerate two-forms e4B and 
E AB' We shall raise and lower the internal indices with these 
forms: 

AA=e4BAB, PA=pBEBA . (4) 

We now introduce soldering forms that tie the abstract
ly defined internal indices to the tangent space of l:, thereby 
making them spinor indices. Consider isomorphisms Ua AB 
from the tangent vectors A a to l: to the trace-free, second 
rank, Hermitian spinors A AB: A AB = U a ABA a. Denote the in
verse mapping by if AB' Properties of E, the Hermitian conju
gation, and U imply that 

(5) 
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is a positive definite three-metric on l:. Thus, given a specific 
u, we can go back to the standard spinorial analysis (see the 
Appendix of Ref. 1). This U (densitized) is the basic dynam
ical variable of Ashtekar's approach. Metric qab is to be 
thought of as a secondary object, derived from the primary 
dynamical variable U a AB . 

The new extended phase space r can now be defined. 
Fix a soldering form if AB (and its inverse U a AB) whose con
nection D is fiat. Let C be the space of all soldering forms 
if AB' Thus C is the new configuration space. Given any U in 
C, we obtain a q ab in C via (5). If uland U 2 project down the 
same metric q ab then they are related by a local SU (2) trans
formation. Thus the enlargement of the configuration space 
from C to C is brought about because of the freedom to per
form internal SU(2) rotations. While qab has six real com
ponents per space point, if AB has nine; the new three degrees 
of freedom correspond to precisely the three SU(2) rota
tions. 

The momentum conjugate to if AB is a density of weight 
1, Ma AB, whose index structure is opposite to that of ifAB . 

The action of the cotangent vector Ma AB on any tangent vec
tor (c5u)a AB at a point if AB of C is given by 

M(c5u) = L Ma AB(c5u)aAB · (6) 

The extended phase space r is the cotangent bundle over C. 
Thus a point of r is a pair (ifAB,Ma AB). The natural sym
plectic structure 0 on r is given by 

O(u,M) (c5u,c5M), (c5u',c5M'») 

= L (c5Ma AB)(c5u,aAB ) - (c5M'a AB)(c5ifAB ), (7) 

where (c5u,c5M) and (c5u' ,c5M ') are any two tangent vectors 
at the point (u,M) of r. The Hamiltonian vector field and 
Poisson brackets are given as usual. 

We now describe the constraints. From the Hamilto
nian viewpoint, the SU(2) rotations are gauge motions, 
hence their generating functionals should vanish. So the 
three new constraints are 

or (8) 
CAB = qOM(AMa B)NEMN = O. 

Set,MOb = pab. (In the noncompact case, M(ab) = pab and 
appropriate boundary conditions are to be satisfied by pab in 
order that this holds.) Then the remaining constraints are 
the standard ones: 

Ca (u,M) = - 2qamDn pmn = 0, (2') 

C(u,M) = -,[qR + (1I,[q) (pabpab - !p2) = O. (3') 

Hereafter, we take G = 1 since we are not interested in 
strong coupling limit. 

Thus we now have 3 + 3 + 1 = 7 compOnents. The con
figuration variable if AB has nine components per space 
point. Thus we have two degrees offreedom per space point. 
Canonical transformations generated by (2) and (3) retain 
their usual meaning. Modulo the new constraints (8), qab 
andpab have the same Poisson brackets (see Ref. 1). Thus 
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the enlargement of the phase space f is compatible with the 
symplectic structure n. 

In transition from f to r, the constraint equations (2) 
and (3) have remained intact. The addition of new degrees 
of freedom does not by itself simplify the constraints. The 
key step in the simplification is the introduction of new vari
ables. The extension to r is necessary because these variables 
cannot be defined on f. 

Fix a point (ifAB.Ma AB) of r. Introduce two connec
tions ± ~, which act on tensor and spinor fields on (l:,0'): 

±~aAbM = DaAbM ± (i1.j2)llaMNAbN (9) 

where Dais the connection that annihilates the given if AB 

and where llaM N is given by 

llaMN = q-l/2(MaM
N -!Mb ABifABO'aMN) 

or 

(10) 

Thus lla AB is related to Ma AB in the same way that the extrin
sic curvature kab is related to pab : 

pab = .[q(k ab _ k mnqmnqab). (11) 

Note that llab = - Tr llaO'b is not necessarily symmetric. 
As in gauge theories, it is convenient to work with con

nection one-forms AaA B in place of derivative operators. So, 
fix a fiducial connection a a and for simplicity assume that a a 

commutes with Hermitian conjugation, aaA 1 = (aaAB)t 

and has zero internal curvature, a[aab ]AA = O. Set 

±~aAbM =aaAbM + ±AaMNAbN 

so that (9) gives 

±AaMN = raM
N ± (i1.j2)llaM N , 

(12) 

(13) 

where r are the spin connection one-forms of D: 
(Da - aa )AM = raM

N 
AN' 

Thus ± A contains information about both 0' and M and 
+ A or - A is one of the new variables. It follows that (see Ref. 
I) + A (or - A) constitute a set of commuting variables. 
Also Poisson brackets between if AB andAa AB are simple. Set 

iT' AB = .[qif AB' Then 

{iT' AB (x) ,iT'" MN (x)} = O. 

Using the fact that lla AB and iT'" MN are canonically conju
gate, 

{lla AB(x),iT"'MN (Y)} = Oa mO(AMOB) NO(X,y), 

it follows that 

{±Aa AB(X),iT"'MN(Y)} = ± (i1.j2)O(AMOB)NO(X,y). 

(14) 

Thus iT' may be thought of as being "canonically conjugate" 
to ± Aa. iT' and ± Aa are Ashtekar's new dynamical vari
ables. 

A. Revised constraint equations 

Constraint equations (8), (2), and (3) can now be reex
pressed in terms of the new variables iT' and ± A a . 

It turns out that 
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± ~ aiT'AB = ± .j2iM[ab ]ifAMif MB' 

Hence (8) is equivalent to 

±~aiT'AB=O. (8') 

Since the divergence of a tensor density of weight 1 is inde
pendent of the choice of the derivative operator, ~ a iT' A B 

can be expanded knowing only the action 

±~ aAM = aaAM + ±AaMNAN (15) 

of ± ~ on internal indices. We then have 

±~aiT'AB==aaiT'AB + [±Aa,iT']AB=O. (8") 

Thus (8) has been reexpressed in terms of the new variables. 
Next, define spinorial curvature of ± ~ by 

±FabMNAN = 2 ±~[a~ b ]AM' 

so that 

(16) 

±FabM
N = 2a[a ±Ab]MN + [±Aa,±Ab]MN. (16') 

Thus using (9), one obtains 

±Fabc =Rabe - (1/.j2)Ecdell/llbe±.j2iD[allb]C' (17) 

where Rabe is the spinorial curvature of D. We have 

Rab cd = - .j2Rabp e"'d. Then it follows that 

Tr if ± Fab = (1I2.j2)( llam llbn - llbm llan )~na 

=+= (i1.j2)Da(llba - llqba) 

= =+= (i1.j2)D
a
(kab - kqab)' (18) 

where = denotes the equality modulo constraint (8). Thus 
constraint (2) can be rewritten as 

O=Ca(u,A)== -2qamDnpmn= +2.j2iTriT"'Fma (2") 

in terms of the new basic variables iT' AB and ± Aa AB. For 
constraint (3) we note that 

Tr ififFab = - (lI.j2)~beFabe 

= !(R + ll2 - llabllba) =+=i~beDallbe 

=!(R + k 2 - kabk ab ). (19) 

Hence (3) becomes 

(3") 

Thus the set of Einstein constraint equations can be rewrit
ten in terms of the new variables as 

CG (u,A) == - .j2i~ a iT' A B = 0, 

Ca (u,A) == - 2.j2iTr iT"'Fma = 0, 

C(u,A) == - 2 Tr iT'abFab = o. 
For remarks on these polynomial constraint equations 

see the first paper cited in Ref. 1. 

B. Hamiltonian evolution equations 

Evolution equations can be written by the usual proce
dure using the full Hamiltonian of the theory: 

H = ( TrAa aiT' -NC(u,A) -Naca(u,A) 
)1:. at 

- -!YA B(CG (u,A ))BA. (20) 
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Here N is a lapse function of density minus one, N' is a shift 
vector field, and NA. B is a function on ~ with values in the 
Lie algebra of SUe 2). 

The same Hamiltonian can also be obtained from the 
manifestly covariant four-Lagrangian density 

I = !7fvaP Tr(~J",F a.8), 

7fvaP being the Levi-Civita tensor density as given by Sam
uel.3 

In any case, the evolution equations can be written in 
compact notation as in Fischer-Marsden9 

~ [u] = _ Jo.DcP(u,A)* [Za ]. 
at A N B 

_A. 

(21) 

Here J is the complex structure 

and 

<I>(u,A) = (C(u,A),Ca (u,A ),Co (u,A» (22) 

is regarded as a mapping from (i ® f5 ,A 1 ® f5) into 
(Ao*,X*,(AO® f5)-*), where f5 = Lie algebra of SU(2) 
and 

i®f5 = {smooth tensorial f5 -valued vector densi
ties on ~}, 

= {smooth tensorial f5 -valued k-forms on 
~}, 

= {smooth scalar densities of weight 2 on 
~}, 

= {smooth one-form densities on ~}, 

= {smooth tensorial f5 -valued scalar densi
ties on ~}, 

= quotient of AO ® f5 by constant function 
densities with values in the center of f5, 

= {images of u under ~ a } 

(see Ref. 8, p. 446 for more explanation), D<I> denotes the 
Frechet derivative of <I> and .DcP* is the L 2-adjoint of the 
linear operator .DcP(u,A). For more details about this form 
of evolution equations, see Ref. 9. 

Explicitly, evolution equations are given as 

aeJ' = 4~ a (Nu[aeJ' J) + 4J2j~ a (N [aeJ' J) - ~j[N,eJ'], 
at -

(23) 

aAa =2[NeJ',Fab] -2~jNbFab -~j~aN. (24) 
at -

In the functional derivative notations, 

(25) 

so that 

au =~ (NC+NaCa + TrNCo ) 
at t5A -

(23') 
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and 

aA = _ ~ (NC + NaCa + Tr NCo)' (24') 
at t5u -

Here we follow Ashtekar's formulation where the lapse nat
urally arises as a density of weight minus one in calculating 
the functional derivatives (i.e., adjoints) because the scalar 
constraint is a density of weight 2. Thus the integration can 
be carried out without reference to a specific volume ele
ment. 

III. LINEARIZED THEORY 

A. Ellipticity of ()q)* and linearized stability 

The main result of this section is the following. 
Theorem 1: Constraint equations (8'), (2'), and (3') 

are linearization stable at (u,A) if the following conditions 
are satisfied on ~: (1) qabnab is constant, (2) nab is not 
identically zero or qab is not flat (i.e., U does not correspond 
to a flat qab ); (3) if N' is a vector field on ~ and NA. B is a f5 
valued function on ~ such that 2' NeJ' - H~,#] = 0 and 
NbFab =!~ a~, then N' = 0 and the image of ~ lies in the 
center of f5. 

Our nab here coincides with the Fischer-Marsden9 ~b; 
2' NU is the gauge covariant Lie derivative of U, and 2' NA 
=N a Fab is the gauge covariant Lie derivative of A (cf. Ref. 
8). 

As we shall see below, the linearization stability of con
straint equations is equivalent to that of Einstein field equa
tions. For a definition of linearization stability and other 
theoretical details, see Ref. 9 and FMM. Before we give the 
proof of Theorem 1, we derive some useful facts regarding 
linearized evolution equations that will be needed later. We 
work with the space-time metric 

4g,.w dxl' dxv = - (N 2 
- NaNa )dt 2 + 2Na dxa dt 

+ qab dxa dxb, (26) 

whereqab = - Tr UaUb' Let4hl'v bea solution of the linear
ized Einstein equations. LetAI' denote connection one-form 
on thepricipal SU(2) [orSL(2,C)] bundle on space-time 4S 
(cf. Ref. 3) with values in the Lie algebra of SU (2) or 
SL(2,C). [For reduction ofSL(2,C) spinorsto SU(2) spin
ors see Ref. 1 or Renteln2 and Sen. 11 So we start with 4g and 
4h. The variables q,p, N, N" N are uniquely and differentia
bly defined by the variables 4i and AI' and their derivatives, 
and vice versa (cf. Arms,8 Sec. 3). Thus the linearized 
theorem for Lagrangian variables (see below) is equivalent 
to a result for the linearized evolution (Hamiltonian) equa
tions, 

:,~] = - JoD [I»(U4)* [;"]]. [;] 

- JoI»(u4) * m ' (27) 

where (7J,B) are linearized (u,A) and (L,Y,V) are linear
ized (N,N' ,N). Equation (27) follows similarly as in Ref. 9, 
Sec. 4. For iiiitial data for the linearized theorem, we have 
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(1l,B) on l: satisfying the linearized constraint equation 

D<P(iT,A)'(ll,B) =0. (28) 

To construct initial data for the Lagrangian version, we 
need, in addition, to specify (L, Y, V) and their first deriva
tives on l:. From these, we define 4h on l: by 

4hab = hab' 4hoa = - (llba + llab )Nb - Ya, 

4hOO = - 2NL + 2Na y a + habNaNb. 
(29) 

Here llab = -TrllaO'b' With the help of 4h, we find 
W = linearized p given by DP; (4g) .4h = (h,w), where 
P;(4g ) = (q,p). ThenBab = -TrBaO'b is given by 

Bab = Ea mn amhnb + iWab' 

From this, BaM N can be determined. With this BaM N we can 
now define BILMN (linearized AIL ) by 

4BaMN = BaM N, 4BOMN = - VMN. (29') 

Thus the background metric 4g and AIL determine (N,N' ,lj) 
everywhere (A OM

N = - NM
N ). Using (27), we can find 

ahablat and aBaM
N lat o;l:. So, we know the first deriva

tives of h, B, N, N' ,L, Y, Von l:, and by differentiating (29) 
and (29'), we can determine a 4hILJatora 4BILMN lat. Thus 
we get the following result analogous to Proposition 2B of 
Ref. 8. 

Lemma 1: Suppose 4g is a solution of the Einstein equa
tion on 4S and we have initial data on l: for the linearized 
system as above. Then there is a solution 4h that determines 
solution 4B on 4S of the linearized Lagrangian field equations 
with the given initial data. Any two such 4h differ by a linear
ized coordinate transformation and any two such 4B differ 
by a linearized coordinate and gauge transformation: 

4- 4 4 h - h =L.y g, 

4jj _ 4B = .2"4y 4A _ D 4V, 
(30) 

with 4y
lL

, (a lat) YIL , 4V, and (a lat) 4Vare all zero on l:. 
Equivalently, for each choice of gauge (N,N' ,N) and linear
ized gauge (L,Y,V) on 4S = l:XR, the linearized equations 
(27) have a unique solution (ll,B) [or (h,w)]. 

Remark: In contrast to the Einstein-Yang-Mills system 
treated by Arms,8 quantities 4h and 4B appearing here are 
not independent but are related through their projected 
three-dimensional quantities Bab , Wab' and hab' 

Proof of Lemma 1 proceeds exactly as in Ref. 8, Proposi
tion 2B, pp. 448 and 449, except that 4h and 4B are interrelat
ed. First 4 Y is determined uniquely through a certain hyper
bolic equation and then using 4y, 4Vis determined uniquely 
by another hyperbolic equation. They satisfy Eqs. (30). 
Thus we can conclude (Refs. 8 and 9) as follows. 

Lemma 2: Einstein field equations are linearization sta
ble at 4g if and only if the constraint equations are lineariza
tion stable at (iT,A). 

We now proceed to give the proof of Theorem 1. Again, 
as in Refs. 8 and 9, it is sufficient to show that DeI>(iT,A) * is 
an elliptic operator and then to show that under the condi
tions of Theorem 1, Del> (iT,A ) * is injective. This will give the 
linearization stability of the constraint equations 
eI>(iT,A) = 0 and hence by Lemma 2, stability of the Einstein 
field equations at any solution 4g that projects the data (iT,A ) 
on the hypersurface through (q,p). Recall that A is deter-
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mined by extrinsic curvature and spin connection through 
Eq. (13). 

D<P(a,A)* is elliptic: 

~(U4)'.[~.] 

[ 
- 2 [N?,Fab] + 2..j2iNbFab + ..j2i!» aN ] 

= 4!» a (NiTra? J) + 4..j2i!» a (N [a? J) - ~i[~,? ] . 

(31) 

The principal symbol of D<P(iT,A)*, for each vector sET*l:, 
is given by the map 

S(S): (N,Na'~AB) 

~(NSaiT[a?J - iiT"SaNb + iSaNa?,iSa~AB). 
Here, D<P (iT,A ) * will be elliptic if we show that the map 
S(S) is injective for every S #0. So, if S #0 and S(S) (N,N' , 
~A B ) = 0, then we have 

NSa (iT[a?J)A B - iiT"ABSaNb + iSaNa?AB = 0 

and Sa~A B = O. Since S #0, we get from the second equa
tion, 

SaSa~AB = 0 or . lis 112~AB = 0, or ~ = O. (32a) 

Multiplying the first equation by iT and taking Tr, we get 

- ..j2NSaE"bc + i(qacSaNb - qbcSaN a) = O. 

Equating the real part to zero, we get NSa E"bC = 0, which 
gives NSaE"bcEbcp = 0 or Nsp = 0 and so, as before, since 
S #0, we get 

N = o. (32b) 

Finally, equating the imaginary part to zero, we get sCNb 

- qbcSaN a = 0, which, after contracting by qbc' gives 
- 2SbNb = 0 or SbNb = O. So substituting in sCN b 

- qbcSaNa = 0, we get sCNb = 0, or ScscN b = 0, or 
lis 112,Ni' = O. So, again, since S #0 we get 

,Ni' =0. (32c) 

Thus from (32a)-(32c) we get 

Hence D<P (iT,A ) * is elliptic. 
D<P(a,A)* is injective under conditions o/Theorem 1: As

sumeD<P(iT,A)*' (N,Na,~) = O. This gives, fromEq. (31), 

and 

4!» a (NiT[a? J) + 4..j2i!» a (N [a? J) - ..{ii[~,?] = 0 

(31' ) 

2[N?,Fab] -2..{iiNbFab +..{ii!»a~=O. (31") 

Multiplying (31') by (]d, taking Tr, using the expression 

!»aifAB = DaifAB + (i1..{i)naA,MifMB 

+ (i/..{i) naB Mif AM' 

and keeping in mind that D a annihilates if, we get 
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- ..r2DaN~ab + Ni(nbd - (tr n)qbd) 

+ i( - r/bDaNa + DdNb - (i/.J2)Nallac~bp~) 

+ .J2ilic€'dc = O. 

Here we have used the constraint equation ~ a 0" = 0 and 
the fact that nab becomes an extrinsic curvature if ~ air' 
= 0; and also the identity €"be = -.J2 Tr ifd'if. Finally, 

lic = + liABUCBA. The above equation can be written as 

- .J2(DaN)~ab - ~anac~bd) 

+ i(N(nbd - (tr n)qbd) +DdNb - (DaNa)qbd) 

- ..j2ilic€'dc = O. (31"') 

Contracting this equation with qbd, we get 

(33) 

Equating the imaginary part of (31"') to zero and using (33) 
we get 

DdNb = - Nllbd + ..j2lic€'dc . (34) 

Now, if we equate the real part of ( 31 m) to zero, and contract 
by Edpb' we get 

DpN - ~anap = O. 

Operating on])P gives 

aN - ~p(Nanap) = 0 

or 

aN - !(DPNa)nap - !NaDPnap = O. 

By the constraint equation Ca = 0, DPnap = DP(tr ll)qap, 
and by our assumption, tr n = const, this becomes zero. So 
we have 

aN - !(DPNa)nap = O. 

Substituting from (34) for DPNa, we get 

aN+~napnap =0 

because ~pcnap = 0, nap being symmetric. This n is the 
Fischer-Marsden (Ref. 9) n - !(tr ll)g. So using the ellip
tic operator theory, N = 0 unless n = 0 in which case N is 
constant. In the latter case (i.e., ifn = 0), Fabe = Rabe real. 
But then, Eq. (31"), after multiplying by ? and taking Tr, 
gives 

- ..j2iN~beRabe + NbqCdRabe - ~ alid = O. 

Equating the imaginary part to zero and using 

Rabe = (1I2..j2)R abpq e"lc' 

we get NRa d = 0 or Rad = 0 if N #0, i.e., qab is fiat. 
But n = 0 and q is fiat is ruled out by condition (2) of 

Theorem 1. Hence n #0 and so N = O. 
Substituting N = 0 in (31') and (31"), we get 

~ a (N[a~l) - Hli,~] = 0 

and 

or 

.? Nil> - Hli,~] = 0, - .? NAa - !~ ali = O. 
(35) 
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But then condition (3) of the theorem give N' = 0 and the 
image of N lies in the center of ~ . But then N is a function in 
the usuaCsense because it is invariant under gauge transfor
mations (internal rotations) and thus globally defined. Thus 
if N = 0, N' = 0 and the image of N lies in the center of ~ , 
then (31") gives ~aN = 0 which-now becomes DaN = 0 
or N = const in the center of ~, i.e., N = 0 in (Ao ®-~)
where (A ° ® ~ ) - is the quotient of A o-® ~ by the constant 
functions with values in the center of Y . Here (A ° ® ~ ) - is 
the L 2 dual of the space {~ a oJ. Thus we have shown that 
N = 0, N' = 0, and N = 0 in (A ° ® ~ ) - • Hence D<I> (u,A) * 
is injective, and Theorem 1 is proved. 

B. Group action and Infinitesimal gauge covariance 

Let P denote the principal bundle over 4S with group 
G=SU(2) [or SL(2,C)] acting on the right. Let Q=P 
restricted to l:. Given a local section i: UC 4S-.p, Toi 
= identity, where T: P-+ 4S is the projection map. If w de

notes the connection one-form on P, then Ap. = i*w and 
Fp.y = i*O, where 0 is the curvature ofw. (These are quanti
ties needed in Ref. 3 to give Lagrangian formulation of Ash
tekar's theory.) Here, Aa = restriction of 4A to l: = i* (w 
restricted to Q) and Fab = restriction of Fp.y to l:. 

Let flJ 3 denote a semidirect product of the diffeomor
phism group D 3 ofl: and the gauge transformation group G. 
The group G sits naturally in flJ 3 and has the momentum 
map CG• On the other hand, D 3 has no natural copy in flJ 3. 

There is an action of D 3 on r·c (C: extended configuration 
space) that is easily described in terms of its infinitesimal 
generators. An element of the Lie algebra of D 3 is a vector 
fieldN' onl:.Foreachpoint (u,A)er*C,liftN' horizontal
ly to Q using the connection A. Let 'if' denote this lifted 
vector field and u be the tensorial object on Q corresponding 
to U. Then the infinitesimal generator at (u,A) of the flJ3 

action on r*Cisgiven by (~(LiVU), ~(LiV(wIQ»)' where 
TQ is a local section ofQ. This is precisely (.? NO".? NA), 
where 

.? Nil> = (DaNa)iI> - ir'DaNb + Na~ a~ 

= (DaNa)iI> - ir'DaNb 

+ NaDa~ + Na[Aa,~] (36) 

and 

.?NAa = NbFba = Nb(aaAb -abAa + [Ab,Aap. 

(36') 

These are the gauge-covariant Lie derivatives of Arms. 8 Also 
o = (Ca ,CG ) is the momentum map for the action of flJ 3 on 
r*c. 

Using (36) and (36'), verification of infinitesimal gauge 
covariance of cf> (u,A ) = (CG,Ca,C) under the action of flJ3 

is quite straightforward: 

or 

.? NCG(U,A) =DCG(U,A)·(.? NO".? NA ), 

.? NCa (u,A) = DCa (u,A)' (.? NU,,? NA), 

'?NC(U,A) = DC(u,A)'(.?NU'.?NA), (37) 
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Verification of the first equation of (37) needs the Ja
cobi identity of the Lie bracket. Calculations are straightfor
ward and we omit them. 

This infinitesimal covariance shows the fact that Ein
stein equations are covarient under diffeomorphisms of 
space-time. This is also an infinitesimal version of the fact 
that constraint equations themselves are covariant under 
bundle automorphisms. 

The above result can now be used, as in FMM, Sec. 1, to 
show the gauge invariance of D 2<1> (u,A) and that of Taub's 
conserved quantity, 

T= L (N,Na,liA B )·D 2<1>(u,A)·(1J,B),(1J,B»), (38) 

where (N,N',N..4 B) can be identified with the vector fields 
on the space-thDe bundle Pby using Lemma 1 and the proce
dure in Sec. IV C of Ref. 8. 

Proofs of the above statements are quite similar to those 
given in FMM, Sec. 1 and we omit them. 

As remarked above, triplet (N,N' ,Ii) Edomain of D<I>* 
can be identified as a vector field on the bundle. Also an 
analog of Moncriers result holds: the kernel of D<I> (u,A) * is 
isomorphic to the space of Killing fields (symmetries of the 
fields) that a space-time admits. This result can be proved by 
using Lemma 1 and the procedure used in Sec. IV C of 
Arms,8 with obvious modifications and omissions in the no
tations. 

Further, a nontrivial (N,N' ,N)Eker D<I>(u,A) * gives 
rise to a second-order condition on linear perturbations 
( 1J,B), 

L (N,Na,li) ·D 2<1>(u,A) ·(1J,B),(1J,B») = o. (39) 

Again, proceeding as in Ref. 8, Secs. IV E and IV F, 
finally get the following analog of Theorem 2B of Ref. 8. 

Theorem 2: The Einstein system is linearization stable at 
the solution 4g if and only if there are no symmetries on the 
bundle P of the connection one-form iJ except the action of 
the center of G on P. That is, if N' is a vector field on P, such 
that L N iJ is zero, then N' is a generator ofthe action of the 
centerofGonP, i.e.,N' is vertical and iJ (N' ) = constin the 
center of ~. 

Recall that 4g can also be recovered from 4A and r a since 
through Lagrangian formulation (Ref. 3) 0' can be known. 
Then 0' and 4A determine q ab and the extrinsic curvature nab 

on a hypersurface that determine 4g through the usual 
Cauchy existence theorem up to space-time ditfeomor
phisms. 

C. Moncrief's decomposition and the slice 

Since D<I>(u,A)* is elliptic, so is - JoD<I>(u,A)*. 
Hence as in FMM, Sec. 2, we get 

T(lT.Al T*C 

= Range( - J ° D<I> (u,A ) *) EB Range(D<I> (u,A ) *) 

EB [ker(D<I>(u,A) oJ)nkerD<l>(u,A)]. 

The first summand represents the infinitesimal gauge trans
formations, the second summand is the orthogonal comple
ment to the linearized constraints, and the last summand is 
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the space of linearized "true" degrees of freedom, general
ization of transverse-traceless quantities. The last summand 
preserves the constraints modulo gauge freedom. 

The slice at (uo,Ao) for the action of fjJ3 is given by (as 
in AMM, Sec. 4) So = {(uo,Ao)} + ~, where ~ is a suit
ably small ball in ker D<I>0J. For details, see FMM and Isen
berg and Marsden. 12 

IV. SUFFICIENCY OF SECOND-ORDER CONDITIONS: 
CONICAL STRUCTURE OF SINGULARITIES 

Here by singularities we mean those points in the set of 
solutions of Einstein's equations that are not linearization 
stable, i.e., which by Theorem 2, admit symmetries. Since 
results of linearized theory for Einstein's field equations are 
equivalent to those for constraint equations, we shall deal 
with constraint equations. 

By arguments in the proof of Theorem 1, it follows that 
on I., a symmetry (N,N' ,N) Eker D<I> (u,A ) * satisfies either 
(a) N = 0 (i.e., all symmetries are tangent to I.) or (b) N is 
constant and the initial data are trivial, i.e., u corresponds to 
a flat metric and n = 0, A = O. In case (a), which is the 
"spacelike" case, there is a basis of ker D<I>* of the form 

{(O,xi'V;): i= I,2, ... ,k, 2"x,u=l[Vou] and 

- 2" x,Aa =!.@ a Vi}· 

In case (b), the timelike case, there is a basis with (1,0,0) as 
one element and the rest of the basis is as in case (a). Useofa 
Kuranishi ~ap to get the conical structure of singularities in 
case (a) is exactly the same as AMM, Secs. I and 2 with 
obvious changes in notations. We briefly sketch this. 

Let P denote the L 2-orthogonal projection to the range 
of D<I> (u o,Ao) , P 0 denote the L 2 -orthogonal projection onto 
the span of (O,xi' Vi ), and PH denote the projection onto 
(1,0,0). Thus the ith component of P0 0<l> is given by 
rdX7Ca + Tr( ViCa ») and PH0<l> = f:£ C(u,A). It follows 
that if 

~ p = {(u,A)!p0<l>(u,A) = O}, 

cc 0 = {(u,A)IP0 °<l>(u,A) = O}, 

and 

~ H = {(u,A)IlPH°<l>(u,A) = O}, 

then the space of solutions to constraint equations is 

~ = ~ p n ~ 0 in case (a) 

(40) 

and (41) 

CC=~pn~0n~H incase (b), 

where P = P 0 EB PH. Then, using the slice described above, 
properties of the Kuranishi map, and gauge invariance of 
D 2<1>, we get the following theorem giving the conical struc
ture of symmetry solutions of constraint equations in case 
(a). 

Theorem 3: The Kuranishi map F maps CC p n ~ 0 nso 
locally one to one and onto the cone, 

Ce = {(uo,Ao)} + {(1J,B)Eker D<I>nker D<l>0Ji 

Pe (<I> - D<I>)(1J,B) = O}. 
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Thus removing gauges (slice conditions) as in FMM, this 
gives a conical structure of the solutions of constraint equa
tions admitting spacelike Killing fields. 

For the sake of convenience of the reader, we give a 
definition of a Kuranishi map and its properties used in the 
proof of Theorem 3. For the proof of these properties, see 
AMM, Sec. I. 

Kuranishi map: Let (uo,Ao) =xoe<l>-I(O) be fixed and 
let 11 = D<I>(xo)oD<l>(xo)·' Then by ellipticity of D<I>(xo)·, 
11 is an isomorphism of Range D<I> (xo) to itself. Let P denote 
the orthogonal projection to range D<I>(xo) and set 
G = 11 -lOp, the Green's function for 11. Write y = x - Xo 
[x= (u,A)] and let the remainder be given by 
R(y) = <I>(x) - D<I>(x) 'y. Define the Kuranishi mapFby 

F(x) = x + D<I>(xo)·oGoR(y}. 

Then F satisfies the following properties. 
(i) F is a diffeomorphism of a neighborhood of Xo onto 

itself. 
(ii) F maps the slice So at Xo to itself. 
(iii) Fis a local chart for ~ p and when restricted to ~ p 

nso, F is a local symplectic diffeomorphism of ~ p nso to 
{xo} + (ker D<I>(xo) nker D<I>(xo) oJ). 

(iv) The map of {xo} + ker D<I>(xo) to ~ p given by 
Xo + y I-+Xo + y + 'II (y) is the inverse of the Kuranishi map 
when restricted to ~ p' Here 'II: ker D<I>(xo} 
..... RangeD<l>(xo)· is a map defined on a neighborhood of 
zero such that '11(0) = 0, D'II(O} = 0, and such that Crf p is 
the graph of'll, i.e., locally 

Crf p = {x = Xo + y + 'II(y) Iyeker D<I>(xo}}. 

To treat case (b), we need some more technical details 
in addition to those needed in the proof of Theorem 3. 

First, we need an analog of decomposition following 
Lemma 2.4 of AMM. Define 

cT'b = - Tr cT'ag 

and (42) 

Recall that for case (b), 0'0 corresponds to a flat metric qo 
andAo = 0 = no. SinceAo is the self-dual part of the Weyl 
tensor, it vanishes if the metric is flat. Then we prove the 
following. 

Lemma 4: Elements of ~ p nso can be obtained as 

(Y'b = uo
ab + rita> + qaqoab + ,fiiDbVa},fik, 

Aab = Bab It + Viqoa> + 8EabpDPC 

where rtta> is a transverse traceless symmetric two-tensor 
density, B ttab is a transverse-traceless symmetric two-ten
sor, and (C, Y, V)e domain of D<I>. is a function of yt , a, Btt , 
{3. 

Proof: We first computeD<l>(uo,O}·· (C,Y, V), where 0'0 

corresponds to the flat metric qo. In Eq. (31), put 
Ao = 0 = Fab and replace (N,N"l!) by (C,Y,V) to get 
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D<I>(uo,O)·· (C,Y, V) 

= (,fiiflfl b v,~~bm(DdC)UOm 

+ 4,fiiY yUO
b - ,fii[ V,uob]). 

Here we have used 

(44) 

[uoa,fIflauob] =i(no
b
m - (trno}8bm}uom,fik =0, 

... no=o. 

Multiplying the second coordinate on the right-hand side of 

(44) by - O'o
a /,fik and taking Tr, we get, after lowering the 

indices, 

8Eabp DPC + 4,fii(Da Yb - (Dm ym)qoa>} + 2iVcEcab ' 
(45) 

Similarly, multiplying the first coordinate by - uOa' taking 
Tr, and raising the indices, we get 

(45') 

(These operations are in accord with the definition of D<I>·, 
its domain, and its range. ) 

We now use the fact that elements of ker 
D<I> (u 0,0) n ker D<I> (u 0.0> oJ consist of pairs 

( rita> + ~a¢t/,fik,B ~b + ViqOab ). 

This can be proved by following Ashtekar. 13 Combining this 
fact, (45) and (45'), and the theory in AMM, Secs. 1 and 2, 
(or FMM, Secs. 5-7), we get the required decomposition 
( 43) in the neighborhood of (u 0,0) . 

We also need an analog of Lemma 2.5 of AMM. 
Lemma 5: If Y NUO = H~,uo], then 

i(YNu)abAab= i(YNyt)abBltab' (46) 

Proof: We first note that when there are no spinor in-
dices, Y N is the ordinary Lie derivative and for an ordinary 
Lie derivative, the following identities hold: 

(I) i (Lxh )abwab = - L h ab (LXW)ab' 

W being a tensor density, 

(II) if Dbk ab = 0 and Lxqo = 0, then Db (Lx k lab = O. 

We also note that by a simple calculation if Y NUO 

= H~,uo]' thenLNlfob = O. 
Since we are working within ~ p nso (So = S(lTooO) ) we 

substitute decomposition (43) in the left-hand side of ( 46) 
and obtain (for brevity,fik = /Lo) 

L (LNu)abAab 

= i LN((Y'bO + yt •• + qa~bo +,fiiD bVa}/LO) 

X (B ~b + ViqOab + 8EabpDPC 

+ 4,fii(Da Yb - (Dm ym}qOab) + 2iVCEcab )' 

Since 0'0 ab = qo ab and LNqo = 0, this becomes 

1= i LN(yt •• +,fiiDbVa/Lo)'Dab , 
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where 

So, 

Dab = second bracket in the above integral 

= B ~b + ... + 2ivcEcab · 

1= - L (yt •• + .,[iiDbvapo ) ·LNDab . (47) 

Now, by choice of the gauge V" = ff V (which is valid 
since we are working within the slice), we see that 
Db Dab = O. Hence the term 

LDbvapo(LNDab) = - LVaD b (LNDab )Po 

= 0 by identity (II). ( 48 ) 

See also remark 1 after Eq. (58) in Ref. 1 (first paper), 
where such a choice of gauge is justified for Hermiticity pre
serving evolution equations. So if one does not wish to use 
this gauge choice explicitly, one may work with Hermiticity 
preserving evolution equations, keeping all classical relativi
ty intact. 

Thus the remaining terms in (47) are 

- LytabLNDab 

= - Lyt •• LN(Btlab + 8EabpDPC 

+ 4.,fii(Da Yb - (Dm ym)qOab) + 2iVcEcab ) 

= L (LNyt)ab(B ttab + 8EabpDPC 

+ 4.,fii(Da Yb - (Dm ym)qOab) + 2iVcEcab ). (49) 

Since LNyt •• is symmetric in a,b, we get at once 

(LNyt )abEabpDPC = 0 (50) 

and 

(LNyt)abEcabVC=O. (51) 

Next, consider 

L LNyt··DaYb = - L YbDa(LNyt)ab=o, (52) 

because D a yt •• = 0 and so by identity (II), 

Da (LNyt lab = O. 

Lastly, consider S l:. (LNyt tb(Dm ym)qOab. Here 

qOab (LNyt lab 

= qOab(NkDkyt •• - yt.kDkNb - yt.kDkN a 

+ (DkNk )yt •• ) 

= NkDk (qOabyt •• ) - (ytbkDkNb + ytkbDbNk) 

+ (DkNk)qOabyt •• 

= -t?bk(DkNb+DbNk) = -ytbkLNtc/=O 

(53) 

since qOabr"b=OandLNqo=O. Thus combining (50)
(53) with (49), the only term left is the right-hand side of 
(46). 

Note: Relations like 
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L kabDb Va = - L VaDb kab 

are valid after integration by parts because 1: is compact and 
all quantities involved are elements of suitable Sobolev 
spaces and hence distributions with compact support, so that 
boundary terms vanish. 

Weare now in a position to treat the timelike case, the 
scalar (Hamiltonian) constraint. We have to study the inter
section ~ nso = ~ H n ~ e n ~ p nso. From Lemma 4 
above and Lemma 1.5 of AMM, C, Y, V are smooth map
pings of yt , Btt , a, /3 that together with their first derivatives 
vanish at (0,0,0,0) and have the following property: For 
any a and /3 and any (yt , Btt ) satisfying 

L (LN, yt )abB ~b = 0, (54) 

where N1,N2, ... ,Nk are Killing fields of qo (or satisfy 
.!f N/rO = H-?Yio-O])' the data (qab ,Aab) given by (43) lie in 
~ p n ~ e nso. Thus the mappings (C, Y, V) parametrize a 
full neighborhood of (0-0 ,0) in ~ p n ~ e nso in terms of 
solutions (yt,BtI) of (54) and (a,/3). The cone given by 
(54) restricts (yt,BtI) but leaves (a,/3) unrestricted. Now 
consider an affine submanifold of T ·C: 

We claim that each point of M is a critical point of the 
function f (o-,A)~Sl:. [C(o-,A)lpo] and Sl:. [C(o-,A)lpo] 
vanishes on M. For this, we want to prove that 
D/(o-,A)·(ll,B) =0, V(o-,A)eM. Now, 

D/(o-,A)·(ll,B) =D( r C(0-,A»).(1l,B) 
Ul:. Po 

= r DC(o-,A).(ll,B).l 
)l:. Po 

= L (Go ,0,0 ),1)<I>(0-,A). (1l,B») 

= L (/)4)(O-,A)··Go ,0,0 ).(1l,B»). 

(55) 

Now 0-0 corresponds to flat qo and since ~ a yb = 0, r also 
corresponds to flat q because A = o. So 0-0 + r corresponds 
to flat q, hence corresponding Aa and Fab are both zero. 
Hence by (44), 

/)4)(0-,0)·· (lIpo,O,O) 

= (o,4.,fi~bmDb (lIPO)o-m) = (0,0). 

So, D/(o-,O)·(ll,B) =0, for every (0-,0) eM, Le., 
D/(o-,O) = 0, V(o-,O)eM. 

Thus each point of M is a critical point of S l:. C (o-,A ) I Po. 
Hence D :/(0-0 ,0) is well defined. The degeneracy space of 
D :/(0-0 ,0) is exactly T(uo.o> M. 

Arguments above also show that Sl:. [C(o-,A)lpo] van
ishes whenever (o-,A)eM. 

Now 
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C(iT,A) = - 2 Trgail'Fab 

= - 2£C mngamil'n( - abAac 

(56) 

Next step is to substitute decompositions (43) for gab and 
Aab in (56) and consider f 1: [C(iT,A )/PoJ. This gives 

( C(iT,A) = { poBtt'bBttab + ( yt •• ytab 

h Po h h Po 

- 6{:12 vol.(~) + G(yt,a,B tt,/3). (57) 

Here Bab Bab contains terms WabWab + Vr'Vr and so (57) 
tallies with expression in Lemma 3.1 of AMM. Combining 
all above considerations, we get the following lemma (ana
log of Lemma 3.1 of AMM). 

Lemma 6: In a neighborhood of (iTo,O) we have Eq. 
(57) where first and second derivatives of G vanish at 
(0,0,0,0). Also, each point of M is a critical point of 
f [ C( iT,A ) / Po] and f 1: [ C ( iT,A )/ Po] vanishes on M. Also, 

1: • • 
G vanishes on M and so do its first and second denvatlves. 
Here M is a nondegenerate critical manifold for 
f 1: [ C ( iT,A ) / Po] in the sense of FMM, Sec. 6. Here (iT,A) is 
to be regarded as a function of variables yt, a, B tt , p. With
out imposing (54), we have to substitute (43) in 
h (1/Po)C(iT,A). Thus S 1: (l/Po)C(iT,A) is a smooth func
tion of yt , a, Btt ,p and we have to consider its Taylor expan
sion in these variables around (0,0,0,0). 

The remaining procedure is then as in AM~, Sec,:} ~d 
we get a cone Ce defined by (54) in variables (yt , (i, Btt ,P) 
obtained from (yt, a, Btt , P) by a change of coordinates 
through the parametrized Morse lemma to eliminate the 
higher-order terms. Cone C B is defined by 

P± = ±~[ { (Btt··Bttab)po+ { ~yt •• ytab] (58) 
6 J1: J1: Po 

with two branches ( ± ). This corresponds to the scalar con
straint. 

Thus the cone Ce nCB nso consists of those 
(yt ,a,Btt ,/3) such that (54) holds and 

{ (Btt··B:b)PO-6{:12vol.~+ { ~yt •• ytab =0. h h~ 
(59) 

Thus we get the final theorem. 
Theorem 5: The association (yt ,a,Btt ,/3)I--+(iT,A), 

where (iT,A) are given by (43) with P = P ± (yt ,a,B'1 ,/3) 
defined by (58) with ± depending on the sign of p, is a one 
to one correspondence between the cone Ce nCB nso de
fined by (54) and (59) and the nonlinear constraint set 
1f nso in a neighborhood of (iTo,O). This correspondence 
maps straight lines in the cone through (iTo,O) (i.e., a solu
tion of the linearized equations satisfying the second-order 
conditions) to a smooth curve in 1f nso with the same tan
gent at (iTo,O). 

Hence second-order conditions on linearized perturba
tions are sufficient for the existence of an exact perturbation 
curve. 

Gauge conditions can be removed by eliminating So as 
explained in FMM. See also Isenberg and Marsden. 12 
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v. DISCUSSION AND FURTHER WORK 

Results obtained above can also be derived for systems 
coupled to Einstein equations, such as Einstein-Maxwell, 
Einstein-Yang-Mills, and Einstein-Klein-Gordon with the 
Einstein part treated through new variables (see Arms,8,14 
AMM, and SaraykarlS for results in the ADM formalism). 
Especially, preliminary calculations show that treatment of 
the Einstein-Yang-Mills system is simplified due to similar
ity in the expressions for momentum constraints in new vari
ables and those of Yang-Mills. Also, the geometrical setting 
remains the same. Calculations are not very different than 
those presented here and the Fischer-Marsden-Moncrief 
program runs quite along the same lines except for addi
tional terms in the Yang-Mills variables. 

In future, we propose to give a new variables approach 
for asymptotically flat space-times capturing asymptotic be
havior of the variables in suitable function spaces, say, Cho
quet-Bruhat-Christodoulou weighted Sobolev spaces16 and 
discuss linearization stability for these space-times. Follow
ing an unpublished result of Ashtekar, 17 we intend to prove 
that such space-times are always linearization stable, 
whether they admit symmetries or not. 

As in AMM, in the case of a compact Cauchy hypersur
face, it follows that the space of solutions modulo bundle 
automorphisms over diffeomorphisms is a stratified sym
plectic manifold, i.e., a stratified manifold, each stratum of 
which is symplectic. In the future, we wish to extend the 
York analysis to new variables. 18 Using the slice theorem 
and this York analysis, it can then be proved (cf. Ref. 12) 
that the generic points consisting of space-times with no 
symmetries are an open and dense set. Thus the generic sym
plectic stratum in the reduced space is also open and dense. 
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A number of aspects of the phenomenon of gravitational repulsion in static sources of the 
Reissner-Nordstrom field are investigated. It is found that in the case of perfect fluid spheres 
there exists a close relation between this phenomenon and the Weyl curvature tensor. In fact, it 
is proved that such a source gives rise to gravitational repulsion only if the pure gravitational 
field energy inside the sphere is negative. It is also proved that although the gravitational 
repulsion always takes place in the interior of a perfect fluid charged sphere when its radius '0 
is less than the "classical electron radius" 'e' this is not necessarily so either in the case of 
anisotropic charged spheres or if the net charge of the body is concentrated at its boundary 
only. It is shown that the phenomenon can also occur inside charged sources with '0> 'e' New 
sources of repulsive gravitation are constructed. They durer from others in the literature, since 
they neither satisfy the equation of state of "false vacuum" nor are their total gravitational 
masses entirely of electromagnetic origin. It is found that the charge contributes negatively to 
the effective gravitational mass M G , in the sense that an increase in the charge causes a 
decrease in MG' The gravitational repulsion in the new models constructed here is explained as 
due to this negative contribution rather than due to the strain of vacuum because of vacuum 
polarization. 

I. INTRODUCTION 

This paper deals with the phenomenon of gravitational 
repulsion in static sources ofthe Reissner-Nordstrom field. 
This phenomenon has recently been discussed in the litera
ture and appears in regions where the effective gravitational 
mass M G , which influences the motion of test particles, be
comes negative. 1-3 

In order to describe the aspects of the phenomenon with 
which we deal with in this work let us briefly summarize 
some previous results. The effective gravitational mass (in
cluding the gravitational field energy) inside a volume Vis 
given by the Tolman-Whittaker formula, viz., 

MG = L(Tg - Tl - n - TD~ -g dV, (1.1) 

where the T~ are the components of the energy momentum 
tensor of the matter. In the region outside of a spherically 
symmetric charged source Eq. (1.1) has been evaluated by 
Cohen and Gautreau4 as 

MG (,) = M( 1 - 'el,) 

with 

( 1.2) 

'e=q2lM, (1.3) 

where q and M are the charge and the mass of the source, 
respectively. Notice that 'e in Eq. (1.3) is equal to the classi
cal electron radius when q andM are the charge and the mass 
of the electron. Therefore 'e is called the "electron radius" 
here. Equations (1.2) and (1.3) show that the effective grav
itational mass outside the source decreases fromM to zero as 
,decreases from infinity to , = 'e and becomes negative for 

a) Present address: Apartado 2816, Caracas 101O-A, Venezuela. 

'<'e' Sources with M2>q2 have the horizon at 
'+ = M + (M 2 

- q2) 1/2 and a null surface at 
,_ = M (M 2 - q2)1/2, so that' + >M>re' If M2 = q2 
then' + = , _ = 'e = M. Consequently as long as one is out
side a source with M 2>q2 and outside the even horizon, M G 

is positive. However, in the case of sources with q2 >M2 
there is no horizon and the radius of a static source (say r 0) 
can be less than the classical electron radius, resulting in a 
repulsion of uncharged test particles that approach the 
neighborhood of such sources. Examples of this kind are the 
models of Tiwari, Rao, and Kanakamedala (TRK).s In 
these models the radius of the source is 4/5 times the classi
cal electron radius re and M G is negative, not only in the 
vicinity of the source, but also at all interior points [the latter 
is calculated from Eq. (1.1), see Ref. 1]. Gautreau2 has con
structed a spherically symmetric electron model, so the radi
us of the source is equal to reo Consequently, outside the 
source M G is positive and there is no gravitational repulsion 
around the "particle." However, a simple calculation shows 
that the effective gravitational mass M G , as given by Eq. 
( 1.1 ), is negative inside Gautreau's electron which implies 
that the interior of the body is gravitationally repulsive. 

Other sources of repulsive gravitation have been investi
gated by Gr0n. 1 In particular he studied the solution of Co
hen and Cohen6 and interpreted it as representing a charged 
spherical shell whose interior is described by the static form 
of the de Sitter metric. Moreover he showed that the blue
shift of light propagating from the center in this model is 
produced by the negative effective gravitational mass M G 

inside the shell. 
Important common features of all the above mentioned 

sources of repulsive gravitation are the following: first, that 
they obey the equation of state of "false vacuum," viz., 
p = - p,p > 0; and second. that they are models wherein all 
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physical quantities, such as the energy density, pressure, and 
mass, are dependent on the charge alone and vanish when 
the charge vanishes; in other words, they are models of bod
ies whose mass is completely of electromagnetic origin. 

As we see the phenomenon of gravitational repulsion in 
sources ofthe Reissner-Nordstrom field has been so far dis
cussed on the basis of a very special (and restricted) class of 
solutions of the Einstein-Maxwell equations. In this paper 
we want to discuss a number of aspects of the phenomenon 
that arise from the consideration of the above mentioned 
results. We specifically refer to the following questions. 

( I ) What are the necessary conditions for the radius of a 
charged source ro to be less than re? 

(2) Is the interior of a charged source with ro<re in all 
cases gravitationally repulsive? 

(3) Can there exist gravitational repulsion in sources 
whose radius r 0> re? 

( 4) Can there exist gravitational repulsion in charged 
sources not satisfying the equation of state of false vacuum? 

(5) Is the total mass (i.e., the mass measured by an 
observer at infinity) in all models that produce gravitational 
repulsion always of electromagnetic origin? 

In the case where the net charge resides entirely at the 
boundary of the body we ask the following questions. 

(6) How does the incorporation of charge, on the sur
face of the body, modify the behavior of the source regarding 
gravitational repulsion? If in the absence of charge there is 
no gravitational repulsion, then can the interior of the sphere 
become repulsive due to the surface charge? 

Each of the above questions will be treated in some de
tail in Secs. II-IV. In Sec. II, without invoking any specific 
interior solution, we study some properties of charged 
spheres. We use the Weyl tensor, which describes the free 
gravitational field, to derive our answers to questions (1)
(3). Moreover we generalize the discussion by introducing 
anisotropic fluids. The motivation for this generalization is 
the following: In the case of matter without charge it is 
known that the properties of anisotropic sources may differ 
drastically from the properties of isotropic,7-11 and it is 
therefore quite natural to expect that also in the charged case 
the introduction of anisotropy may lead to distributions with 
interesting physical properties. In particular we will see that 
although under some circumstances the radius of a perfect 
fluid source always is larger than re (and therefore there is 
no gravitational repulsion around the source), this is not 
necessarily so when the source has anisotropic "pressures." 
We will also see that the introduction of anisotropy allows us 
to construct models of charged bodies that have no perfect 
fluid analog. However, we do not discuss here the mecha
nism inducing a possible anisotropy. Rather we are interest
ed in knowing to what extent the anisotropic sources may 
differ from the isotropic ones regarding the phenomenon of 
gravitational repulsion. 

To answer questions (4) and (5) we need to find addi
tional sources of repulsive gravitation distinct from those of 
TRK and of Gautreau. We undertake such a task in Sec. III 
wherein motivated by physical considerations we construct 
a four-parameter solution of the Einstein-Maxwell equa
tions that contains (for specific values of the parameters) 

198 J. Math. Phys., Vol. 29, No.1, January 1988 

some previously known solutions in the literature. We ana
lyze the properties of our models and show specific distribu
tions that ~lucidate questions (4) and (5). 

In Sec. IV we consider the neutral version of the solution 
constructed in Sec. III under the additional assumption of 
surface concentration of charge. The solution thus obtained 
is used to study the answer to question (6). The relation 
between our model to other models in the literature is also 
discussed. Our results are summarized in Sec. V. 

II. SOURCES OF THE REISSNER-NORDSTROM FIELD 
AND GRAVITATIONAL REPULSION 

A. Field equations 

Let us consider a static distribution of matter represent
ed by a charged spherically symmetric fluid which may be 
anisotropic. 

In Schwarzschild coordinates the line element assumes 
the form 

d~ = ev(r) dt 2 - et(r) d~ - ~(d()2 + sin2 (J d¢J2). 
(2.1 ) 

With this choice of coordinates the energy-momentum ten
sor is diagonal, 12 viz., 

. (E2 E2 E2 
Tit =dlag p+- -P +- -PI--

v 81T ' r 81T ' 81T ' 

(2.2) 

T~ = 0, J-L=FV, 

wherep is the energy density of matter, E is the usual electric 
field intensity, and P rand PI are, respectively, the radial and 
tangential pressure which may be unequal. 

The Einstein-Maxwell equations may be written as 

81TTg = 81Tp + E2 = - e-"(~ - ~') + ~ , (2.3) 

8 T I E2 -,,( 1 V') 1 1T 1 = - 81TPr + = - e -;;: - -; + ~ , (2.4) 

81TT~ = 81Tn = - 81Th - E2 

e-"(" V,2 v'-A' V'A') 
= --2- V +2+ r --2-' (2.5) 

where the prime denotes differentiation with respect to r. 
The electric field is 

(2.6) 

whereq(r) is the charge inside a sphere of "radius" r andp. 
is the charge density which is related to the proper charge 
density Pe by 

(2.7) 

The space-time exterior to the source is described by the 
Reissner-Nordstrom field which in curvature coordinates 
has the form 

ds2 =/2 dt 2 _ /-2 d~ _ ~(d(J2 + sin2 (Jd¢J2) (2.8) 

with 
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2 2M( re) (M +MG) f (r) = 1 - - 1 - - = 1 - . 
r 2r r 

B. Some general relations: Perfect fluid case 

We now proceed to show some general relations for stat
ic sources of the Reissner-Nordstrom field arising from the 
fulfillment of the boundary conditions. 

The Einstein-Maxwell equation (2.3) can be written as 

e - M,) = 1 _ 81T r (p + E 2) r dr, 
r Jo 81T 

(2.9) 

the continuity of e -). across the boundary r = r 0 yields 

(
1 _~) = 41T ('0 (p + E2)r dr. 

2ro M Jo ~ 81T 
(2.10) 

From this equation we obtain the following. 
(a) If p > 0, then 

ro>reI2, (2.11) 

a result which has been previously obtained by Bonnor13 and 
by Tod. 14 

(b) If the charge is concentrated in a thin shell with zero 
proper energy density, then 

(2.12) 

(c) Theorem: If p > ° and Tg does not increase 
outward, then in the absence of surface concentration of 
charge at r = r 0' 

ro">2reI3. (2.13) 

Prool The condition (Tg) '..;;;0 implies that 

[81Tp(r) + E 2(r)]">[81Tp(ro) +E2(ro)]. 

Substituting this expression into Eq. (2.10) and using that 
E(ro) = ql-?o we obtain (2.13). 

Remark: We stress the fact that the limiting value 
ro = 2rJ3 is attainable by gaseous sources in the case of 
Tg = const only. IS 

Now, we want to find some information about the de
pendence of the size of the source upon other physical quan
tities. With this aim we consider the decomposition of the 
Reimann tensor into the conformal Weyl tensor Cp.vaIJ' Ricci 
tensor, and its spur,16 viz., 

Rp.vaIJ = Cp.vaIJ + !RfUZgvP - !Rvagp.IJ + !RvPgfUZ 

- !Rp.lJgva - (R 16) [gp.agvp - gp.IJgva ]. 
(2.14) 

The Weyl tensor, which has all the symmetry properties of 
the Riemann tensor, is to be thought of as representing the 
free gravitational field. 

Using the field equations (2.3)-(2.5) in (2.14) we ob
tain 

m = (41T13)rTg + (41T13)r(Tt - Ti) + W, 

where m and Ware defined by 

m = rR 3232/2, W = rC 3232/2; 

(2.15) 

(2.16) 

here m is the usual mass function,17 viz., m = (1 - e - ).)rI2 
and W(r), which represents the contribution of the free 
gravitational field, can be interpreted as the purely gravita-
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tional field energy inside a sphere of radius r. 16,18,19 

As an immediate consequence ofEq. (2.1S) one has the 
following. 

( d) Theorem: In the case of charged perfect fluid 
sources with vanishing density p at the boundary, the neces
sary and sufficient condition for ro..;;;re is that W(ro) ..;;;0. 

Prool Using Eqs. (2.2) and (2.10) to evaluate (2.15) at 
the boundary r = roof a perfect fluid sphere we obtain 

M(1 - relrO) = W(ro) + (41T13)rop(ro)' (2.17) 

From this equation we see that if p(ro) = 0, then 
ro..;;;re¢}W(ro)";;;O, which concludes the proof. 

(d 1) Corollary: If the contribution of the free gravita
tional field to the mass of the body is positive, viz., 
W(ro) > 0, then the radius of a perfect fluid source always is 
larger than reo 

C d2) Corollary: If the radius of a perfect fluid source is 
less than re' then necessarily W(ro) <0. 

( d3) Corollary: For charged perfect fluid sources in a 
conformally flat space-time (W = 0), ro">re (ro = re only 
for gaseous spheres). 

(e) Theorem: If W(r)..;;;O throughout a perfect fluid 
charged sphere with ro..;;;r. then all the interior points of such 
a sphere are gravitationally repulsive. 

Prool The effective gravitational mass MG inside a 
sphere of radius r is given by the Tolman-Whittaker formula 
as 

MG(r) = 41TL(Tg - r: - T~ - Tnre(v+A.)12 dr. 

(2.18) 

Using the field equations (2.3)-(2.5), Eq. (2.18) may be 
written as 

MG(r) = ~re(v-).)/V. (2.19) 

Subtracting Eq. (2.S) from (2.4) and substituting, in the 
result, Vi and v" as obtained from Eq. (2.19), we get 

rM;; - 3MG 

=e(v+)')/2{r[41T(Pl -p,) +E2] -3W}. (2.20) 

The integration of this expression yields 

(2.21 ) 

We see that in the case of perfect fluid (p, = P 1 ) both terms 
in the right-hand side are nonpositive when ro..;;;re and 
W(r)..;;;O. Consequently in this case MG <0 and the body is 
gravitationally repulsive at every point. 

(el) Corollary: A gaseous perfect fluid charged sphere, 
in a conformally flat space-time, is gravitationally repulsive 
at all its interior points. 

Prool The proposition follows directly from (d3) and 
Theorem (e). 

(e2) Corollary: The phenomenon of gravitational repul
sion always takes place in the interior of charged perfect 
fluid spheres if ro..;;;r •. 

Prool What we have to show is that M G always becomes 
negative in such spheres. This is evident when ro < re since 
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from Eq. (2.21) we see that M G is negative near the bound
ary not only for isotropic spheres but also for anisotropic 
ones. However, the proposition is not evident when ro = re 
[see point (iii) in Sec. II C]. In the latter case and for perfect 
fluid we can expand the Eq. (2.18) near ro and use the 
boundary conditions to obtain 

MG (r) -:::; - 41T'~ [p(ro) + q2/41Tr~] (ro - r), (2.22) 

from which it follows that MG < 0 near the boundary when 
ro = reo Finally we noticefrom Eq. (2.21) thatthephenome
non of gravitational repUlsion could also occur inside perfect 
fluid sources even when ro> re if, for example, the purely 
gravitational field energy W takes sufficiently large negative 
values. 

C. Anisotropic matter 

In the discussion of points (a)-(e) we have used, basi
cally, the boundary conditions, viz., the continuity of the 
metric functions, the continuity of the electric field, and that 
the pressure P ( = Pr = P 1) vanishes at the boundary. In the 
case of anisotropic fluid the boundary conditions differ from 
those of perfect fluid in that only the radial pressure Pr must 
vanish at the boundary roo In general the tangential pressure 
PI (as well asp) may be discontinuous across r = ro (Ref. 
7). This situation affects some of the relations discussed 
above. 

Points (a), (b), and (c) are obviously also valid in the 
case of anisotropic fluid, since they involve the continuity of 
et and E2 only. However, the results obtained under points 
( d) and (e) are in general no longer valid for anisotropic 
fluids. 

(i) Remark: The radius ro of a charged anisotropic 
sphere can be less than the "classical electron radius" even 
when W(ro) >0 [see Theorem (d)]. 

In fact, in this case evaluating Eq. (2.15) at the bound
ary we obtain 

M(1- r.lro) > (41T'/3)PI (ro)ro, (2.23) 

which indicates that when the tangential pressure is negative 
at the boundary certain anisotropic distributions can exist, 
showing gravitational repulsion (ro<.r.) even if W(ro) > O. 

(ii) Remark: Unlike the perfect fluid case the interior of 
a charged anisotropic sphere with ro<.re is not necessarily 
gravitationally repUlsive at every point when W <.0 through
out the body. 

This becomes evident from Eq. (2.21) since ifthe term 
(PI - Pr) is negative then MG can become positive inside 
the source even when rO<re and W<.O. 

(iii) Remark: Regarding Corollary (e2) it is possible to 
construct models of anisotropic charged sources with r 0 = r e 

that, contrary to the perfect fluid case, are gravitationally 
attractive at every point. We will show examples of this kind 
in Sec. III C. We will also see models of anisotropic spheres 
wherein the effective gravitational mass M G is zero at all 
interior points. We also notice that like in the perfect fluid 
case the gravitational repulsion could also occur in the inte
rior of anisotropic spheres with ro> r •. In the present case 
this phenomenon is enhanced not only by a negative gravita
tional field energy W but also by positive values of 
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(Pi - Pr)' We finish this section by mentioning that the in
terior of an anisotropic charged sphere can be gravitationally 
repulsive even when W> O. 

III. A NEW CLASS OF SOURCES OF REPULSIVE 
GRAVITATION 

The discussion of the preceding section has elucidated 
questions (1 )-(3) of the Introduction. In this section we are 
going to investigate questions (4) and (5). The search pro
cedure we employ here consists in solving the field equations 
(2.3)-(2.6) to find examples (or counterexamples) eluci
dating these questions. The specific model we shall show is 
motivated by physical considerations and will also be useful 
to illustrate the results of Sec. II. 

As we have seen, the purely gravitational field energy W 
plays a significant role in the size of the source. Motivated by 
this we will introduce this term explicitly into the field equa
tions. 

Using Eqs. (2.3) - (2.5), (2.14), and (2.16) we find 

r r'e-J. 
W=----

6 6 

[

VII V,2 A' - v' v'A' 1 ] 
X 2+4+ 2r --4-+ r . (3.1) 

SubtractingEq. (2.5) from (2.4) and using (3.1) we get 

1 - e-J. - rA. 'e- A /2 = ra + 3W /r, (3.2) 

where 

a=41T'(PI -PrJ +E2. (3.3 ) 

From Eqs. (2.9) and (3.2) it follows that 

r'a+3W= -41Tfr'(Tg),dr. (3.4) 

This expression does not contain the metric coefficients and 
relates the unknownp,p"PI' E2 to the contribution ofthe 
free gravitational field alone. We will use this equation below 
in constructing anisotropic charged models. 

A. Generation of anisotropic models 

To obtain specific models of perfect fluid sources one 
has to specify a priori two additional relations in such a way 
that the field equations become integrable. In the case of 
anisotropic matter due to the additional degree of freedom 
introduced, one needs to assume another additional relation. 
The ideal approach would be to know the relation betweenpr 
and PIon physical grounds (an equation of state for the 
stresses). However, since this seems to be very difficult to 
carry out at present we shall instead construct anisotropic 
generalizations of perfect fluid charged models by using the 
following simplifying assumption: We shall disregard the 
possible effects of the anisotropy on the distribution of the 
nongravitational energy density Tg and on the distribution 
of the energy Wassociated with the free gravitational field. 
That is, we assume that Tg and Ware the same in both 
isotropic and anisotropic charged models. This assumption 
is certainly true near the center, where P r -:::;p 1 , and in general 
is justified in the case of small anisotropies. We note also that 
it follows from Eqs. (3.1)-(3.4) that our assumption im· 
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plies that the anisotropy does not change the space-time ge
ometry inside the source. In other words the functional de
pendence on the radial coordinate r of e" and ii, in our 
anisotropic charged models, will be the same as that of their 
isotropic counterparts. This means that in some sense our 
assumption is a generalization of a method used by various 
authors in the literature to obtain (neutral) anisotropic 
models from known (neutral) isotropic solutions.9.10.20 

B. A specific model 

To construct specific models of charged spheres one 
should specify, in some way, how the matter and charge are 
distributed throughout the body. The simplest choice is to 
assume the following. 

(i) The rate of decrease of the energy density Tg is lin
ear in r; i.e., 

(Tg)' = - (Sa2141r)r, a 2 = const>O. (3.S) 

(ii) The charge is uniformly distributed throughout the 
source, i.e., 

E = constxr. (3.6) 

With these assumptions we will construct explicit solu
tions of the field equations. 

The assumption that Tg and Ware not affected by the 
anisotropy implies that Ii has the same functional depen
dence on r in the isotropic and the anisotropic cases. Then it 
follows from assumption (ii) that we must set 

Ii = Kr, K = const. (3.7) 

SubstitutingEqs. (3.S) and (3.7) into (3.4) we find 

W = [(a2 
- K)/3]r. (3.8) 

Using this expression to integrate Eq. (3.2) we get 

e- A =I+er+a2r", (3.9) 

where e is a constant of integration. 
Substituting these equations into (3.1) and making the 

transformations 

(3.10) 

and 

U=f ;, (3.11 ) 

we obtain the equation 

(3.12) 

which has three solutions; viz., 

Y1 = A sin (j)U + B cos (j)U, (j)::;;: (a2 - 2K) 1/2/2; (3.13) 

Yn =Asinh(j)u+Bcosh(j)u, (j)::;;:(2K_a2
)

1/2/2; 

(3.14) 

(3.1S) 

where A and B are constants of integration to be determined 
from the boundary conditions and u is obtained from Eqs. 
(3.9) and (3.11) as 
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U = fora2 >0, (3.16) 
{

( 1Iiai )In(2Ial~1 + ex + a 2x 2 + 2a2x + e), 

(2/e)~1 + ex, for a = O. 

Substituting Eq. (3.9) into (2.3) we find 

(3.17) 

from the continuity of iI across the boundary r = ro we get 

e = - 2M 1r'6 + q2/~ - a2ro. (3.18) 

Using this expression and that E2 = q2rl,.<J (uniform 
charge density) we obtain the mass energy density p as fol
lows: 

-2 6M( r.) 3 2 4 81Trop(r) =- 1-- + a ro 
ro 2ro 

- (sa2r~ +~) (~r. (3.19) 

Because the density decreases outward, its positiveness is 
assured by the requirement that p be positive at the bound-
ary, viz., 

ro>ire [1 + a 2/(2K - 81TPl (ro)/ro)], 

where 

K - 41rPl (ro)/ro = ilrg >0. 

(3.20) 

Equation (3.20) illustrates points (c)-(e) discussed in 
Sec. II. Specifically, this equation shows that when W> 0 
(a2 > K) the radius of the charged perfect fluid source is 
always larger than r. (and consequently there is no gravita
tional repulsion around the body). If a2 = K, the space-time 
is conformally flat and the radius of the perfect fluid sphere 
is such that rO>re' where the equality holds for gaseous 
[p(ro) = 0] sources only. Nevertheless, when W>O and the 
source has anisotropic pressures, Eq. (3.20) shows that dif
ferent from the perfect fluid case the radius of the body can 
be less than r. ifpl (ro) <0. Moreover we see that, in princi
ple, for large negative values ofpl (ro), ro can be as near as 
one wants to 2r./3. We recall, however, that according to 
Eq. (2.13), this limiting value is only possible for gaseous 
distributions in the case a = O. When W < 0 (a2 < K) the 
difference between isotropic and anisotropic matter, regard
ing the size of the source, is less drastic since the radii of both 
kinds of sources can be less than reo 

Using the boundary conditions, namely, the continuity 
of e", ii, (e")', and E2 across the boundary, we obtain the 
final form of the solutions as follows. 

Case I: Ifa2 > 2Kwe find from Eqs. (3.10) and (3.13), 

e; = {(E'/2)(2P - 1) [sin (j)(u - uo) )/({j)ro) 

+ z ~/2 cos (j)(u - uo) }2, 

where 

E' = M Iro, v = rlro, /3 = (1 - r./2ro), 

Zo = e-A('o) = 1 - 2M Iro + q2/ro = 1 - 2E'/3, 

(3.21) 

(3.22) 

anduo=u(ro) isobtainedfromEq. (3.16). FromEq. (3.20) 
we obtain the range of /3, namely, 114</3< 1. In the present 
case the Tolman-Whittaker effective mass, as given by Eq. 
(2.19), is 
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(MG h = Mv3 [ (2{3 - l)cos m(u - Uo) 

- (2Z ~/2/E)(m~ )sin m(u - uo)]. 

The radial pressure is as follows: 

81T~ (Pr)1 

= E(2{32- 1) el-V/2{(a2r~)(v2_1) +2€V2 

8 (m2r~ ) (ZoZ) 1/2} 
-2E{3(1 +V2) ------

E(2{3-1) 

X sin m(u - uo) + Z 1I2e - v/2{2E[v2 
(m~) 0 I 

(3.23 ) 

- (Z /Zo) 1/2] + 2E{3 [2(Z /Zo) 1/2 - 1 - v2] 

- a2r~ (1 - v2) }cos m(u - uo)' (3.24) 

Case II: Ifa2 <2Kwefind from Eqs. (3.10) and (3.14), 

erl = {(El2) (2{3 - 1) [sinh m(u - uo) ]I(m~) 

+ Z ~/2 cosh m(u - uo) y (3.25) 

The effective gravitational mass is 

(MG)n = Mv3
[ (2{3 - l)cosh m(u - uo) 

+ (2Z~/2/E)(m~ ) sinh m(u - uo)]. (3.26) 

The pressure can be obtained from Eqs. (3.24) by changing 
m ..... im and er ..... ell' 

Case III: If 2K = a 2 we obtain, from Eqs. (3.10) and 
(3.15), 

ern = [Z ~/2 + (E/2)(2{3 - l)(u - uo)/~ ] 2. (3.27) 

The effective mass is 

(3.28) 

The radial pressure may be obtained from Eq. (3.24) by 
taking the limit m ..... O. 

In the three cases 

e-A,=Z= 1- [2E{3+ (a2r~)]v2+ (a2r~)v4. 

The anisotropy is given by 

41T~(Pl -Pr) = [(Kr~) -2E(1-{3)]V2
• 

The electric field is 

~E2 = 2E(1-P)V2 

(3.29) 

(3.30) 

(3.31 ) 

and the function Was well as the energy density are given by 
Eqs. (3.8) and (3.19), respectively. 

c. Properties of the model 

Examination of Eqs. (3.21)-(3.31) reveals that the 
above solutions are nonsingular and well behaved within 
some range ofthe dimensionless parameters (a2r~), (Kr~), 
E, and{3. Furthermore there are six different subcases, name
ly, the following. 

(i) If a = 0, K < 0, the solution is given by case I and 
W> O. The distribution does not contain the limiting case of 
charged perfect fluid. The radius of the anisotropic spheres 
can take all values >2re/3. 

(ii) If a = 0, K> 0, the solution is given by case II and 
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W < O. The distribution may have either isotropic or aniso
tropic pressures. In both situations the radius of the sphere is 
>2rJ3. 

(iii) If a = O,K = 0, the solution is given by caselli and 
the space-time is conformally flat (W = 0). There is no 
charged perfect fluid and ro>2re/3. 

(iv) If a 2 > 0, K < a 2/2, the solution is given by case I 
and W> O. There are three different kinds of distributions 
depending on whether K <0, K = 0, or K>O. For K<O the 
fluid can have anisotropic pressures only and the radius of 
the source is > 2re/3. However, for K> 0 the distribution 
may have either isotropic or anisotropic pressures. For per
fect fluid ro> re and for anisotropic fluid ro> 2re/3. 

( v) If a 2 > 0, K> a 2/2, the solution is given by case II, 
for KE(a2/2,a2

) , W> 0 and the radius of the sphere is > re 
when the fluid is perfect and > 2rJ3 when the fluid has 
anisotropic pressures. If K = a 2

, W = 0 and unlike the sub
case (iii) there are perfect fluid charged spheres, but with 
ro>re. There are also anisotropic spheres with ro> 2re/3. If 
K> a 2

, W < 0 and for both perfect and anisotropic fluids 
ro>2rJ3. 

(vi) If a 2 > 0, K = a 2/2, the solution is given by case III 
and W> O. For perfect fluid ro> re and for anisotropic fluid 
ro> 2re/3. 

Subcases (i) and (ii), in the limit of the vanishing 
charge, reduce to anisotropic spheres of uniform density 
(p = const) similar to those investigated by Bowers and 
Liang7 and by Herrera and co-workers. 10 In the same limit, 
subcase (iii) becomes the Schwarzschild interior solution. 
In subcase (v) the solution with K = a 2

, in the limit of van
ishing charge, is one of the solutions ofSteward,21 while the 
perfect fluid case with charge is one of the solutions of Shi
Chang. 22 This subcase (with lal = 2m = C /2) was also re
cently investigated by the present author23 in connection 
with the "hoop conjecture." 

For a;:60 and for a perfect fluid our solutions reduce to 
some of those analyzed by Whitman and Burch.24 Specifical
ly, if we use their notation and put C = - D and 
a 2 = (k ~ - (3) we immediately recover six of their solu
tions, namely, those given by their Eqs. (5.3)-(5.9). More
over their generalization of the Tolman IV solution as well as 
their charged Adler solution reduce to our solutions if we put 
a = (3 = 0 in Eq. (5.11) and D = 0 in Eq. (5.16a), respec
tively. 

Finally if we set lal = m, C = - 16r~a2/9, 
a 2 = (32r~/45), and K = 16r~/9, then it can be veri
fied by means of straightforward calculation that our sub
case (v) (with K > a 2 and W < 0) reduces to the solution of 
Tiwari, Rao, and Kanakamedala. Thus we see that our solu
tions (3.21 )-(3.31) can be considered as generalizations of 
some previously known solutions in the literature. 

From the examination ofEqs. (3.21 )-( 3.31) we can see 
that although our models show gravitational repulsion, they, 
in general, neither satisfy the equation of state for false vacu
um nor are their total gravitational masses M entirely of 
electromagnetic origin (i.e., M does not vanish when the 
charge vanishes). In this way we have constructed here a 
new class of sources of repulsive gravitation, which are dif
ferent from those of TRK and of Gautreau. Thus our solu-
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tions elucidate questions (4) and (5) formulated in the In
troduction. 

Tables I and II show, respectively, the variation of the 
effective gravitational mass M G' in the solutions I and II, for 
various values of r 0 (and fixed E, a, K) in different regions of 
the source. 

Some comments are in order. 
First notice that Table I shows that the central region of 

the sources with ro < re (in model!) is not gravitationally 
repulsive but attractive. The phenomenon of gravitational 
repulsion appears only near the boundary. This example 
gives information with regard to question (2) of the Intro
duction. 

Second, Table II shows an example where the phenome
non of gravitational repulsion takes place in the interior of 
sources with ro>re' We see that MG is negative inside 
r < 0.8ro when the radius ofthe source is 5/4 times the classi
cal electron radius. This example illustrates our answer to 
question (3). 

Third, notice that the charge makes a negative contribu
tion to the effective gravitational mass inside the body. Spe
cifically we see from the tables that for every value ofv = r/ 
r 0' M G increases as the charge decreases. We will return to 
this point in Sec. IV. 

Let us now consider the case where the radius of the 
source is equal to the classical electron radius. Setting 
fJ = ! (ro = re) in Eqs. (3.23), (3.26), and (3.28) we obtain 

(MG h = - (2M /E)Z ~2(a)li )v3 sin lU(U - uo), (3.32) 

(MG hI = (2M /E)Z ~/2(lUti )v3 sinh lU(U - uo), 

(MG)m = O. 

(3.33) 

(3.34) 

We see that the effective gravitational mass MG inside ro is 
zero in all three cases, as one expects. However, notice that 
within the body, i.e., for r < ro, M G may be positive, negative, 
or zero. This can be directly seen from Tables I and II and 
Eq. (3.34). 

Accordingtosubcases (ii) and (v) the distribution cor
responding to Eq. (3.33) may have both isotropic and aniso
tropic pressures. Moreover we find from Eq. (3.33) that 
(M G ) II < 0 throughout the body. The distributions corre
sponding the Eqs. (3.32) and (3.34) are more interesting, 
since according to subcases (i), (iii), (iv), and (vi) they can 
have anisotropic pressures only. Moreover from Eq. (3.32) 
we found that (MGh >0 throughout the body. Thus we 
have here examples of distributions with ro = re whose inte
rior is gravitationally attractive. Equation (3.34) shows ex
amples of distributions with ro = re whose interior is gravita-

TABLE I. Variation of M GI M with r in solution I given by Eqs. (3.21)
(3.23) for various values of roo We have taken f = 0.4, K1, = - 0.3, and 
(%21, =0.1. 

rlro ro = 0.7r. ro = r, ro = 5r./4 ro= 5r./2 q=O 

0 0 0 0 0 0 
0.3 0.007 0.016 0.020 0.028 0.D35 
0.5 0.019 0.063 0.084 0.124 0.159 
0.7 -0.006 0.122 O.ot8 0.308 0.420 
1 -0.4 0 0.2 0.6 1 
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TABLE II. Variation of MGIM with rin solution II given by Eqs. (3.25) 
and (3.26) for various values of roo We have taken f = 0.4, K1, = 0.3, and 
(%21, = 0.1. 

rlro ro=0.7r. To= Te ro= 5r./4 ro= 5r,/2 q=O 

0 0 0 0 0 0 
0.3 -0.028 - 0.016 -0.009 0.003 0.018 
0.5 -0.110 -0.063 -0.035 0.024 0.089 
0.7 - 0.265 - 0.120 -0.047 0.103 0.264 
1 -0.4 -0 0.2 0.6 1 

tionally neutral (in the sense that the acceleration of gravity 
is zero inside the body), i.e., (MG hll = 0 throughout. The 
latter two examples clearly illustrate the effects of the anisot
ropy on the phenomenon of gravitational repulsion dis
cussed at the end of Sec. II. According to Corollary (e2) 
these examples have no perfect fluid analogs. 

IV. SURFACE CHARGE 

We now proceed to study the case of surface charge. We 
are here mainly interested in question (6) of the Introduc
tion. 

We will construct a specific solution using the same as
sumptions as in the preceding section [of course with the 
exception of assumption (ii)]. The interior solution is then 
given by Eqs. (3.9) and (3.13 )-(3.15). In the present case to 
match the interior metric to the exterior Reissner-Nord
strom field across the charged boundary we apply the same 
method as used in Ref. 12. The final form of the solution is 
then obtained as follows: 

e-A.=Z= 1- [2EfJ+ (a2r~)]v2+ (a2r~)v4, (4.1) 

811'tip = 6EfJ + 3(a2r~) - 5(a2r~)v2, (4.2) 

where E, v, and fJ are still defined by Eq. (3.22). Since p 
decreases outward, its positiveness is now assured by the 
condition 

ro>!re + a2ro/3E, (4.3) 

from which we obtain that in the present case 1</3<0. 
The anisotropy is given by 

Pi - Pr = (Kti/411')v2. (4.4) 

The surface charge density u is 

d2= [M(I-fJ)/8rti]. (4.5) 

As in Sec. III, the calculation of e" leads to three differ
ent kinds of solutions, namely, the following cases. 

Case I: If a 2 > 2K, 

e; = [(EfJ /2) [sin lU(U - uo) ]/lUti 

+ Z ~/2 cos lU(U - uo) r~, (4.6) 

MG
J 
= Mv3 [fJ cos lU(U - uo) 

- (2(lUti )/ElZ ~/2 sin lU(U - uo)]. (4.7) 

Case II: If a 2 < 2K, 

e;1 = [(E{3 /2) [sinh lU(U - uo) ]/lUti 

+ Z ~/2 cosh lU(U - uo) ] 2, (4.8) 

MG
II 

= Mv3 [{3 cosh lU(U - uo) 
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+ (2(mri)Z&/2IE) sinhm(u - uo>]. (4.9) 

Case III: If a2 = 2K, 

(4.10) 

MG = Mv3p. (4.11) 
JJI 

As we see the only mathematical difference between the 
above expressions and their counterparts of Sec. III resides 
in that the coefficient p, in Eqs. (4.6)-(4.11), replaces the 
term (2/3 - 1) ofEqs. (3.21 )-(3.28). Nevertheless, it is to 
be noted that this difference leads to effects of some conse
quences, namely, the following. 

First, notice that in the case of charged spheres with 
(Tg )'<0 the radius ro of the source is always >2reI3. In the 
case of spheres with surface charge and p' <0; however, ro 
can be as near to rel2 as one wants. 

Second, the inspection of Eqs. (4.1 )-( 4.11) shows that 
the radius ro of a perfect fluid sphere with surface charge can 
be less than re independently of whether Wis positive, nega
tive, or zero. It is worthwhile to recall that in the case of 
perfect fluid charged spheres W necessarily becomes nega
tive inside the body when ro<re' 

The third point to notice is that the effective gravitation
al mass M G inside the source is less in the case of volume 
charge than in the case of surface concentration of charge, 
for every specific value of r, E, K, and a. To illustrate this fact 
we give in Tables III and IV the variation of M G with r (with 
the same values of E, a, and K as in Tables I and II) for the 
solutions described by Eqs. (4.6), (4.7) and (4.8), (4.9), 
respectively. The direct comparison of Table I with Table III 
and of Table II with Table IV clearly shows that the charge 
makes a negative contribution to MG' This contribution can 
be easily calculated in the case of the solutions (4.6)-( 4.11) 
by evaluating the discontinuity of the effective gravitational 
mass MG at the boundary r = ro of the body. In fact, from 
Eqs. (4.7), (4.9), and (4.11) we find 

M G (ro) = MP = M( 1 - r.l2ro) =.MG (ro) I interior (4.12) 

for the three cases. The exterior value of M G is obtained from 
Eq. (1.1) as follows: 

M t (ro) = M(1 - r.lro) =.MG (ro) I exterior • (4.13) 

Then the contribution of the surface charge to the effective 
gravitational mass of the body is given by 

Mre 
-"2 ro; 

(4.14) 

as we see this contribution is negative for all values of ro, 
implying that the shell of charge is always gravitationally 
repulsive. 

Fourth, notice that in cases I and III given by Eqs. 
(4.6), (4.7) and (4.10), (4.11), the effective gravitational 
mass M G is always positive at all points within the body for 
all values of r o' In other words when the radius of the source 
is < re there is gravitational repulsion only in the vicinity of 
the body. Inside the body there is no gravitational repulsion 
but attraction. We recall that this is not so in the case of 
charged spheres wherein MG necessarily becomes negative 
inside the body when ro <reo 

Table IV shows that in solution II, given by Eqs. (4.8), 
(4.9), MG is negative in the central region of the body for 
rO<re' This solution therefore indicates that even in the case 
where the charge is concentrated entirely at the boundary, 
the interior of the body may become gravitationally repul
sive. 

Until now the only known solution in the literature rep
resenting a charged spherical shell whose interior is gravita
tionally repulsive has been the solution of Cohen and Cohen6 

(CC); therefore it may be worthwhile to emphasize the dif
ferences between our example (case II) and CC's: (a) in 
CC's solution the source is gravitationally repulsive at every 
interior point independently of its radius r 0' in our case II the 
phenomenon appears only in the central region of the body 
when ro<re; and (b) in CC's solution the interior is de
scribed by the static form of the de Sitter metric so that 
p = - p = const, moreover all physical quantities vanish in 
the limiting case of vanishing charge, whereas in our solution 
II, p + p =1= 0 and when the surface charge vanishes we obtain 
a neutral distribution with M> O. 

We close this section by noticing that in the case of per
fect fluid our solution III with a = 0 reduces to the 
Schwarzschild interior solution with surface concentration 
of charge. This solution has been discussed by StettnerS and 
by Whitman and Burch.24 Finally for p = 0 our models re
duce to a bubble having a charged surface of radius ro = rei 
2, in agreement with Eq. (2.12). Inside the surface the space
time is flat so that MG is negative for ro < r < 2ro and zero for 
r<ro· 

v. SUMMARY AND CONCLUSIONS 

In this work we have studied the phenomenon of gravi
tational repulsion in static sources of the Reissner-Nord
strom field. We have considered three different kinds of 

TABLE III. Variation of M GI M with r in solution I with surface charge given by Eqs. (4.6) and ( 4.7) for various values of roo In this solution ro > r./2. To fa

cilitate the comparison with Table I we have again taken E = 0.4, K1, = - 0.3, and a21, = 0.1. 

rlro ro = 0.5Ir. '0 = 0.7r. '0= Fe rO - 5r./4 rO - 5r./2 q 0 

0 0 0 0 0 0 0 
0.3 0.010 0.024 0.028 0.030 0.033 0.035 
0.5 0.071 0.100 0.120 0.131 0.140 0.159 
0.7 0.130 0.220 0.280 0.310 0.370 0.420 
1 0.01 0.3 0.5 0.6 0.8 I 
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TABLE IV. Variation of MGIM with rin solution II with surface charge given by Eqs. (4.S) and (4.9) for various values of roo In this solution ro > r./2. To 

facilitate the comparison with Table II we have again taken E = 0.4, Kr'6 = 0.3, and a2r'6 = 0.1. 

rlro ro = 0.51r. ro = 0.7r. '0 = re ro = 5r./4 ro = 5r./2 q=O 

0 0 0 0 0 0 0 
0.3 -0.010 -O.OOS -0.001 0.001 0.009 O.DlS 
0.5 -0.060 -0.027 
0.7 - 0.120 -0.010 
I 0.01 0.3 

sources, namely, perfect fluid charged spheres, anisotropic 
charged spheres, and spheres whose net charge is concen
trated at the boundary surface alone. 

We have found that in the case of charged perfect fluid 
spheres there is a close connection between the sign of the 
purely gravitational field energy W = rC 323212 and the phe
nomenon of gravitational repulsion. Specifically, regarding 
question (1) we obtained that the necessary condition for 
ro<.re is that W(ro) <0. For what concerns question (2) we 
showed that a sphere with ro<.r. is gravitationally repulsive 
at all interior points when W<.O throughout the body. 

Unfortunately these relations are no longer valid neither 
in the case of charged anisotropic matter nor if the charge is 
concentrated at the surface ofthe body. Returning to ques
tion (2), we have seen that there can exist situations where 
the effective gravitational mass M G is positive in the central 
region of the body even when its radius is less than reo More
over, the results of Sec. IV show that in the case of surface 
charge, MG may be positive throughout the body for all val
ues of roo From this we can conclude that the only possible 
case where a source of the Reissner-Nordstrom field could 
give rise to gravitational repulsion, in the vicinity of the body 
and at the same time be gravitationally attractive at all interi
or points, is in the case where the net charge resides entirely 
on the boundary surface. 

The answer to question (3) is that certain bodies can 
exist showing gravitational repulsion even if their radius ro is 
somewhat larger than re' Of course the region where M G < 0 
must be situated in the interior of the body. In this sense such 
distributions are similar to those recently discussed by the 
present author. 3 

Questions (4) and (5) were discussed on the basis of a 
specific family of solutions of the Einstein-Maxwell equa
tions. This family was constructed by using physical consid
erations and includes some known solutions from the litera
ture. Our answer to question (4) is that there are solutions 
representing sources of repulsive gravitation in which the 
equation of states of false vacuum p = - P does not apply. 
In these models M G becomes negative inside the source by 
the negative contribution due to the charge rather than by 
the polarization of vacuum. 1 Question (5) has a similar an
swer. We found that in general the total mass M (measured 
by an observer at infinity) of a source of repulsive gravitation 
does not vanish when the charge vanishes, rather, in this 
limit we obtain neutral distributions continuously matched 
to the exterior Schwarzschild solution with M> O. This 
means that in general only certain amount, but not all, of the 
mass of a source of repulsive gravitation is of electromagnet
ic origin. 
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0.002 O.OIS 0.051 0.OS9 
0.055 0.094 0.174 0.264 
0.5 0.6 O.S 1 

Question (6) was discussed in Sec. IV. We have seen 
that although the only difference between systems with sur
face charge and their counterparts with volume charge re
sides in the evaluation of the constants of integration at the 
boundary, there are some difference. One ofthe most inter
esting differences is that the radius of the body, with positive 
and decreasing outward energy density, is >re/2 for surface 
charge and >2re13 for volume charge. We also discussed 
that the charge makes a negative contribution to the effective 
gravitational mass MG' This effect occurs even when the 
charge resides entirely on the surface of the body. Specifical
ly, an increase in the surface charge causes a decrease in Ma 
inside the charged shell. Therefore, in principle, the interior 
of such sources can become gravitationally repulsive. In the 
explicit solutions we constructed in Sec. IV there are exam
ples illustrating this latter point, as it is seen in Table IV. 

The introduction of anisotropy allowed us to find two 
new kinds of distributions representing charged spheres with 
radius equal to the classical electron radius, namely, Eqs. 
(3.32) and (3.34). In one of these the effective gravitational 
mass M G inside the body is positive while in the other it is 
zero. Therefore as was discussed at the end of Sec. III, the 
interior of such bodies is not gravitationally repulsive, con
trary to what would happen in a perfect fluid sphere. 

The above results have been obtained subject only to the 
conditions that all physical quantities be finite everywhere, 
Tg and p be non-negative and decreasing outward and 
Pl = Pr at the origin. The gravitational repulsion in the mod
els results from a violation ofthe "strong energy condition" 
[(T",v - guvT 12) UJ.'uv> 0, where UJ.' is any timelike vec
tor] which basically says that gravitation is always an attrac
tive force. The violation of this condition, as well as of the 
"weak energy condition," has been discussed by a number of 
authors26-33 in order to avoid the singularities predicted by 
the Hawking-Penrose theorem (Ref. 16, p. 266). 

If we assume that the strong energy condition can never 
be violated then it follows from the results of this work that 
the minimum radius of any charged sphere in equilibrium is 
just the classical electron radius, i.e., 

(5.1 ) 

Moreover this minimal size would be attainable only by 
bodies with anisotropic pressures (since for perfect fluid 
MG becomes negative inside the sphere when ro = re)' 

To finalize and in order to avoid possible ambiguities in 
the concept of gravitational repulsion outside the sources of 
the Reissner-Nordstrom field,34,35 we briefly discuss the ra
dial motion of neutral test particles in this field. Using Eqs. 
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(2.8) to integrate the equation of geodesic (with {} and ¢ 
constants) we find 

(5.2) 

(5.3) 

where d". is the locally measured time, viz., d". = f dt, Vis the 
locally measured radial velocity, Eo is the (constant) energy 
of the test particle, and mo its mass. To a distant observer 
whose meter sticks and clocks are not affected by gravity the 
radial velocity and acceleration are given by 

(5.4 ) 

(5.5) 

It follows from Eq. (5.3) that a local observer finds gravita
tional repUlsion (for all values of V 2 < 1) in the region r < re 
only. However, from Eq. (5.5) we see that to a distant ob
server the gravitational repulsion can occur in the region 
r> re' In fact, to a distant observer a neutral test particle 

with V> lIvIJ will be repelled in r> re and attractedinr< re' 
For V < lIvIJ the field is attractive in r> re and repulsive in 
r < re for both observers. This effect is similar to that dis
cussed in an interesting paper by McGruder36

•
37 for the 

Schwarzschild field and can be attributed to the fact that the 
time and space (radial) intervals measured by a distant ob
server differ from the time and space (radial) intervals mea
sured by a local observer. 
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Relations between Malliavin's calculus and the formulation of Schrodinger dynamics in terms 
oflocal Dirichlet forms are investigated. It is proved that under mild regularity conditions 
there exists a directional derivative of the solution of the stochastic equation associated with 
the corresponding Dirichlet form. Also, sufficient conditions are given so that E{f(X"x )} is a 
strong solution ofthe Cauchy problem «)fat) h(t,x) = ( - t:. + Q(x»h(t,x), where 
{X".." t> O}, xeRd

, is a distorted Brownian motion. 

I. INTRODUCTION 

In this paper we shall follow the formulation of Schro
dinger dynamics in terms of local Dirichlet forms and the 
corresponding Markov process! and relate this approach to 
Malliavin's calculus on Brownian motion. 

Let H = - t:. + Q be a Schrodinger operator H: 
dom(H) -L2 (1) (where / is the Lebesque measure). The 
basic assumption is that there exists a "ground state" go, i.e., 

(3g0eL2 (1»(Hgo = 0 andg>O almost sure (i»). (1) 

If we define measure m as 

m(dx) =~(x)/(dx), 

then it is obvious that 

feL2 (m )~fgOeL2 (I), 

(2) 

(3) 

and for h = goh, i = 1,2, where h is a twice continuously 
differentiable function with compact support, the matrix ele
ment could be computed t as 

(ftIHfz)L,(l) = (VftIVf2)L,<mp (4) 

where ( I ) w is a scalar product in Hilbert space W. 
So, relation (4) defines a quadratic form 

E(f,g) = (VfIVg)L,(mp (5) 

Dom(E) = c:,. The form E is a densely defined symmetric 
positive form. If gOeL2•loe (R\.N), where N is a closed set, 
leN) = 0, then the form is closable,2 and there exists a self
adjoint operator H, Dom(H) !;Dom(E) so thatfeDom(E) , 

geDom(H) =::}E(f,g) = (fIHg)L,(mp (6) 

and, if we define 

b=2Vgolgo, 

for f a twice continuously differentiable function, then 

Hf= (t:.f+b·Vf)· 

(7) 

(8) 

The connection between the form E and the Markov pro
cesses is given by the next theorem. 3 

Theorem 1.1: If the form E defined in (5) is closable, 
then there exists a diffusion process {X,, t> O} with values in 
Rd

, and transition semigroup jP" t> O} symmetric in 
L2 (m), such thatP, =exp( - tH). 0 

As a consequence it is obvious that m is an invariant 
measure for the process {X,}. ! 

The next theorem (the existence theorem2
) links the 

process X and Brownian motion.2 

Theorem 1.2: Let {X" t> O} be a diffusion process asso
ciated with the form E as in Theorem 1.1. If goeL2 (i), 
(VgO);eL2 (l), i = I,d, then 

(9) 

where b is defined in (7) and {B" t>O} is a standard d
dimensional Brownian motion, starting from O. 0 

Following Ref. 4 we shall call the process X "distorted 
Brownian motion." 

If we define h(t,x) = PJ(x),feLZ(m) , then h is a weak 
L 2(m) solution of the Cauchy problem 

!.. h(t,x) = Hh(t,x), h(O,x) =f(x) (10) at 
(see Ref. 2), and the function h(t,x) =go(x)h(t,x) is a 
weak L 2 ( 1) solution of the problem 

!.. h(t,x) = Hh(t,x), h(O,x) =f(x)go(X)' at 
Now we shall use Bismut's approach to Malliavin's cal

culus on Brownian motion and give the sufficient condition 
so that the function P J will be the strong solution of Eq. 
( 10). 

II. STOCHASTIC CALCULUS 

In this paper we shall state all the results for the one
dimensional case. The multidimensional extension is 
straightforward. 

Let us mark with (A) the condition that the function b 
has a continuous bounded derivative, and that beL2 (m). 

Under condition (A) there exists a unique solution 
{Xt,x, t:>O} of Eq. (9) with Xo.x = x.5 Using the standard 
method of successive approximation, we can conclude that 
for each t:>O, X,,x is a continuous function in xeR. 

Let n denote a class of mesurable processes adapted to 
the family of u-algebras u{Bs s < t}, t> 0, so that for t> 0, 
r>O, uen, 

The first lemma asserts that condition (A) implies the 
existence of the directional derivative of X,.x in the sense of 
Bismut.6 

Lemma 1: If (A) is fulfilled and u is ofthe class n, then 
there exists a unique solution of 
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X~:; -x = l' b(X;:;)ds + Bt + r l' Us ds, 

and the directional derivative in the direction u, 

DuXtx = lim(X~:; - XIX )Ir 
, r_O ' 

exists almost sure (a.s.), and 

DuXt.x = exp(1' b , (Xv.x )dV) 

(1t) 

X l' u, exp(f b , (X",x )dV)dS. (12) 

o 
The proof is given in the Appendix. 
Lemma 2: If the function b satisfies condition (A) then 

there exists the limit DXt,x = lim(XI.X - Xt.y)/(x - y) and y_x 

(13) 

for t>O. The proofis given in the Appendix. 0 
Now, from relations (12) and (13) it is obvious that 

I
I U 

DuXt,x = DXt,x __ S - ds, 
o DXs,x 

(14) 

and, as the process {Dr,x' t>O} belongs to the class n, for 
U. = DX .. x ' we get 

D ;Xr,x = t'DXI,x, 1>0. 

Next, iffeC~, then for t>O it follows that 

f(Xt,x) - f(Xt,y ) 

= (X j'(Xr,z)DXt,z dz = r j'(X"z)D ;XI,zdz. 
Jy Jy t 

Hence it is obvious that 

(15) 

Theorem 2.1: Under condition (A) the function 
x ...... PI (x) is a continuously differentiable in xeR, for t> 0 
andfa measurable bounded function. 

The proof is given in the Appendix. 0 
Now we shall strengthen condition (A) assuming that 

the first and the second derivatives of b are continuous 
bounded functions, and that b belongs to L 2 (m). We shall 
mark this condition with (B). 

An immediate consequence is that there exists a limit 

differentiable semigroup7 on M" and the function P J is a 
strong solution ofEq. (10). 

APPENDIX: PROOFS OF THE RESULTS 

Proof of Lemma 1: The existence and uniqueness of the 
solution of Eq. (11) follows from Ref. 8, and the solution 
{X~:~, t>o}is continuous in (t,r)eRXR. Then,X?,:: = X"x, 
and 

(X~:~ - X"x) = l' (b(X;:~) - b(X"x »)ds + r f Us ds 

= fb' ( Yr,s )(X ;:~ - Xs,x )ds + r f usds, 

where 

min(X~;,x"x ) <;Ys,r<;max(X;;,xs.x ), (At) 

so it is obvious that 

(X ~:~ - X"" ) 
r 

= exp(1' b' ( Ys,r )dS) f Us exp(f b 1 ( Yv,r )dV)dS. 

As Ys,r ...... Xs," (r .... 0). and b 1 is a bounded continuous 
function, it follows that DuX"x exists and relation (12) 
holds. Q.E.D 

The proof of Lemma 2 is basically the same as the proof 
of Lemma I so we shall not repeat it. 

Proof of Theorem 2.1: Let feM". Then from (16). by 
Fubini's theorem it follows that 

PJ(x) -PJ(y) =ix 
E{D;(!(X/Z»}dz. (A2) 

y 't 

As f(X,,x) is a square integrable functional of Brownian 
motion, we can apply the integration by parts formula,6 

which asserts that for uen, 

E{Du(f{XI,z))} = E V(Xt,z) f Us dBs }, 

so (A2) becomes 

PJ(x) - PJ(y) = LX E V(X"z) f DXs,z dB, }~z. 
(A3) 

Both sides of (A3) are linear functionals off, so by using the 
limit process we can conclude that (A3) is valid for fEM" . 
Hence the function PJ is absolutely continuous and by the 
semigroup property P, + s = PIP J, 

P,+sf(x) - P,+.f(y) 

(17) = LX E {Ps!(X,,x) f DX.,,xdBv }~z. 
DDX"x = lim (DX"x -DX,,y)/(x-y) 

y-x 
and (A4) 

DDX,,x = DX"x f b " (Xv,,, )DXv,x dv. 

Theorem 2.2: Let the function b satisfy condition (B). If 
[ is a bounded measurable function then for t> 0, the map
ping x ...... Prf(x) is twice continuously differentiable in R. 
The proof is given in the Appendix. 0 

From _Theorem 2.2 it foll~ws that for feM" , 
PJeDom(H), i.e., Pt: M" ... Dom(H). So {p" t>O} is a 
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Proof of Theorem 2.2: LetjeCr Then, from Theorem 
2.1, it follows that P J is continuously differentiable and if 
we define Qt f(x) = tea /ax)PJ{x) , then 

Q,f{x) - Qtf(y) 

= E {(I(Xt,x) - f{Xt,y ») f DXv,x dBv} 

+ E V{Xt,y) f {DXv,x - DXv,y )dBv }, 

Hence 

! Qt I{x) = E If' {Xt,x )DXt,x f DXv,x dBv} 

+ E V{Xt,x) f DDXv,x dBv} (A6) 

[DDXt,x is defined in (17)]. 
As {DXt,x, t;;;'O} is a process of locally bounded vari

ation, then 

f DXv,x dBv = {DXt,,,,)Bt - f Bvb'{Xv,x)DXv,x dv 

(A7) 

and 

DXt,x f DXv,x dBv 

= {DXt,x )2Bt - DXt,x f Bv b '(Xv,x )DXv,x dv, (A8) 

From relations (14) and ( 15), and the fact that 

(DXt,x)2=DXt,x f b'{Xv,x)DXv,x dv+DXt,x' 

it follows that 

(DXt,x)2 = Du,Xt,x +D ;;Xt,,,,/t, (A9) 

where 

U. = DX.,x, and u1s =b'{X.,x)(DX.,,,,)2, s;;;.O. 
(AlO) 

On the other hand, Lemma 1 implies that 

DXt,x it Bvb '(Xv,x )DXv,x dv = Du,Xt,x' 

where 

u2s = B.b '{X.,x )(DX.,,,, )2, s;;;.O. 
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(All) 

(AI2) 

Then, as processes ii, U1' U2 belong to the class II formula, 
(A6) readsas 

! Q,f(x) =EV'(Xt,x)[Du,Xt,x + D;;:t,x JBt 

- !'(Xt,x )Du,Xt,x} 

+ E V(Xt,x) f DDXv,x dBv}. (AI3) 

Using the integration by parts formula6 and keeping in 
mind that 

Du (G1G2) = G1D" G2 + GzDu G1 

and 

Du{Bt ) = fUv dv, 

formula (A13) becomes 

t ::2 P,f{X) =EV{Xt,x)[(Bt f ul. dBv - f ul.dv) 

+ (Bt f Uv dBv - f Uv dV){t)-1 

-f u2• dBv + f DDXv,x dB.]). (AI4) 

It could be easily shown that the process in the square brack
ets is a square integrable process. With similar reasoning as 
in the proof of Theorem 2.1 it could be concluded that for
mula (Al3) is valid forJeM". Q.E.D 
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To every Hamiltonian system is associated a degenerate Lagrangian formulation. Following 
Dirac's theory of constraints one finds a family of lifts of the system to the cotangent bundle of 
the underlying manifold. The lifted system admits a reduction to the original equation such 
that the original Hamiltonian formulation is the pullback of the canonical symplectic form. 
Invariants of the original equation can be lifted to invariants of the extended system. This 
procedure is applied to integrable systems such as the Korteweg-de Vries equation. 

I. INTRODUCTION 

In some recent papers Nutku 1 and Olver2 considered 
field equations as Hamiltonian systems (on infinite-dimen
sional manifolds) for which a completely degenerate La
grangian formulation is given. This degeneracy arises from 
the fact that neither the considered spaces are given as cotan
gent bundles nor is it obvious how to split them into a folia
tion of Lagrangian submanifolds. So the Dirac machineryl.2 
was invoked to construct an extension of the original system: 
a new dependent variable--endowed with a suitable time 
evolution-is introduced. The coupled dynamical system 
might be called "triangular": the coupling occurs only in the 
time evolution for the new variable, whereas the dynamic of 
the original fields remains unchanged. Hence this new field 
is a gauge field in the sense that it does not interfere with the 
original variables. By a proper choice of time evolution in
duced by Dirac's theory the coupled system automatically is 
Hamiltonian w.r.t. a canonical symplectic structure. 

In Ref. 1 this idea was applied to some examples by 
explicitly using the Dirac machinery. Olver succeeded in 
simplifying this procedure for the class of dynamical sys
tems, for which the Hamiltonian formulation is given by a 
field-independent first-order differential operator. The re
sulting extended system can be expressed explicitly in terms 
of the original Hamiltonian using the "potential" of the 
original field variable. 

The restriction to field-independent Hamiltonian opera
tors certainly is severe: many Hamiltonian formulations in 
fluid dynamics3 arise from Lie-Poisson brackets and hence 
do depend (linearly) on the fields. Of the infinitely many 
Hamiltonian formulations of integrable field equations, such 
as the KdV,4 usually all up to one depend on the field. Fur
thermore the geometry of Olver's construction is not ob
vious, the role of the "potential" variable remains somewhat 
unclear. 

The goal of this paper is to give a geometric interpreta
tion of this procedure. It turns out that the extended system 
can be given by a straightforward lift of the original dynami
cal system to the cotangent bundle of the underlying mani
fold, the new Hamiltonian formulation is induced by the 
canonical symplectic structure of that cotangent bundle. 
This lift can be given for any Hamiltonian system, there are 
no restrictions whatsoever for the Hamiltonian operator. 

Although there are certain ambiguities in this procedure 
(the degenerate Lagrangian system associated to the consid
ered equation is unique only up to a closed one-form) the 
induced liftings of the Hamiltonian system are more or less 
the same, they differ only by a simple diffeomorphism: the 
new "gauge" variable is just shifted by adding this one-form. 
If different Hamiltonian formulations are known (e.g., in 
the case of integrable field equations such as the KdV) then 
the liftings w.r.t. all these Hamiltonian operators again coin
cide up to a shift in the "gauge" variable. Indeed, the basic 
part of the lift is given by the standard liftS of a vector field to 
the cotangent bundle, the Hamiltonian formulation of the 
considered equation only enters into a shift diffeomorphism 
following this standard lift. 

We will investigate the structure of the new coupled sys
tem to a certain extent; in particular we will show that inte
grability of an equation induces integrability of the lifted 
system. To this end one has to show that invariants (such as 
conservation laws or recursion operators6

) can be lifted to 
invariants of the new system. 

The following procedures will apply both to the finite
as well as the infinite-dimensional case. We will first recall 
the basic framework of differential geometry by giving the 
definitions in a form that makes sense for the finite-dimen
sional case as well as for field equations. In Sec. III the lifting 
of the Hamiltonian system will be given and motivated using 
Dirac's theory of constraints. In Sec. IV a systematic scheme 
of lifting all kinds of tensor fields will be proposed, such that 
the resulting structures are natural w.r.t. composition, exte
rior derivation, and Lie derivatives. This immediately shows 
how to lift invariants of the original system. In Sec. V we will 
discuss the bi-Hamiltonian case of an integrable equation 
and demonstrate for the KdV example how this structure 
survives the lifting. 

Before finishing this introduction we feel that some 
critical remarks are due. The proposed lifting of a Hamilto
nian system is basically just the standard lift which casts 
every dynamical system into canonical Hamiltonian form. 
The price one has to pay essentially is the introduction of 
new variables, so the new system-although in canonical 
form-is more complicated than the original one. We regard 
some aspects of the lifting interesting from a geometrical 
point of view, but we do not know to what extent this proce-
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dure might help to simplify the original equation or how to 
obtain additional information about it. In a certain sense an 
analog of Darboux's theorem is achieved: having started 
with a noncanonical formalism one has added canonical 
variables ending up at the starting point of the classical sym
plectic machinery, a canonical Hamiltonian system on a co
tangent bundle. One of the relevant Hamiltonian operators 
found by this procedure is the standard symplectic structure, 
hence the extended system can be regarded as written down 
in Darboux's coordinates. 

On the other hand, ignoring the Lagrangian point of 
view and sticking to the context of Poisson manifolds, it 
seems desirable to achieve a Darboux-like "normal form" of 
the Poisson operators not by adding canonical variables but 
rather by ignoring irrelevant degrees of freedom (Casimir 
functions), restricting oneself to the symplectic leaves of the 
underlying manifold and looking for convenient coordinates 
there. Thus the system would be simplified and a canonical 
formalism (although not on a cotangent bundle) would be 
set up, at least locally. In the finite-dimensional case the gen
eralization of Darboux's theorem to such a situation is well 
known,? but such a scheme for infinite-dimensional mani
folds is by no means obvious. This paper definitely does not 
proceed along these lines. We remark that for integrable sys
tems the inverse scattering transform has turned out to pro
vide Darboux coordinates for certain Hamiltonian opera
tors8 without extending the configuration space; a more 
sophisticated use of the degenerate Lagrangian description 
for these cases (see, e.g., Ref. 9) leads to similar results. 

II. NOTATION 

Let M be a manifold (of finite or infinite dimension), 
and TM and T * M be its tangent and cotangent bundle, re
spectively. For ueM the tangent and cotangent spaces are 
denoted by TuM and T~M. Let TZ (M) be the space of p
fold covariant and q-fold contravariant tensor fields. We will 
fix our notation such that the letters jeF(M) == Tg (M), 
K,1"EX(M) ==T~ (M), y,j.tEX*(M) ==T~ (M), JeT~ (M), 
0eT~ (M), <l>eTI (M) are reserved for elements of the 
spaces given above. The elements of F(M) and X * (M) are 
the zero- and one-forms on M, X(M) is the space of vector 
fields. The second-degree tensor fields will be regarded as 
maps between the tangent and cotangent bundles by identi
fying J, 0, and <I> with the tensor fields 

TJ (U)(XI ,x2) = (J(U)XI ,x2)' X I ,x2eTuM ; 

Te(u)(Xr,xt) = (Xr,0(u)Xt), Xr,xteT~M; 

T", (u)(X,x*) = (X*,<I>(u)X), XeTuM, X*eT~M. 
(2.1) 

For example, J will be regarded as a map from the vector 
fields to the covector fields, 0 as a map from the covector 
fields to the vector fields, and <I> as a map from the vector 
fields to the vector fields. The bracket (',' ) is to denote the 
duality between covectors and vectors. All these tensor fields 
are called non degenerate if the maps between the fibers of 
the corresponding bundles are invertible. By the composi
tion of two tensor fields we understand the composition of 
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these maps, e.g., for JeT~ (M), 0eT~ (M), we have 
0JeTl (M). 

As all these objects have to be invariant w.r.t. the choice 
of a special chart of the manifold, we have to claim the usual 
transformation laws. Let u = u (u) be a coordinate transfor
mation of M and au/au its Jacobian with inverse au/au, 
then we have, in the chart given by u, 

j(u) =j(u), J,jeF(M) , 

K(u) = au K(u), K,KEX(M) , 
au 

y(u) = (::)* y(u), y,yEX*(M), 
(2.2) 

J(u) = (au )* J(u) ~, J,JeTo2 (M), 
au au 

0(u) = au 0(U)(au)*, 0,0eT~(M), 
au au 

4)(u) = au <I>(u) au, <I>,4)eTI (M). 
au au 

Here * denotes the transpose w.r. t. the duality ( . , . ). In the 
infinite-dimensional case the Jacobian will be an operator; 
nontrivial examples of such coordinate changes are given by 
the Backlund transformations of integrable equations. 10 

The basic tool to handle these various sorts of tensor 
fields is the notion of Lie derivatives II into the direction of a 
vector field. They may be defined invariantly, but having in 
mind applications to infinite-dimensional systems it is more 
convenient to work in local coordinates. 

Definition i: Let E be one of the above spaces. The Lie 
derivatives L.,.: E-+E of the following quantities into the di
rection of 1"EX(M) are 

(a) for jeF(M), L '1' /: = (dJ,r): =/'[r]; 

(b) for KEX(M), L.,.K:= [r,K]:=K'[r] -r'[K]; 

(c) for yEX·(M), 

LTy: = y'[ r] + r'*y== (y' - y'*)r + d (y,r); 

(d) for JeT~(M), L.,.J:=J'[r] +r'*J+Jr'; 

(e) for 0ET~ (M), L '1'0: = 0'[ r] -r'0 - 0r'*; 

(n for <l>eT:(M), L'1'<I>:=<I>'[r] -r'<I> + <l>r'. 

Here all objects are given by a chart representation, the 
prime indicates the usual directional derivative of a tensor 
field T(u), i.e., 

T'(U)[X]:=i.T(u+ex)1 ,XeTuM. (2.3) 
ae £=0 

One checks that all these definitions are invariant w.r.t. 
the above transformation laws. These notations coincide 
with the classical, i.e., finite-dimensional, definitions but 
they also make sense for a huge class of field equations: in 
many examples the tensor fields are polynomials of linear 
operators (differential and integration operators) and ex
pressions of the field variable u and its derivatives or integra
tions. Hence the directional derivatives imply only differen
tiations w.r.t. polynomials of e, which can be done in a naive 
way without any topological technicalities (which we will 
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ignore, anyway). As long as a chain rule is satisfied for (2.3) 
and second derivatives are symmetric one finds the usual 
properties of Lie derivatives, i.e., they are representations of 
the vector field Lie algebra 

L[r,X J = LroLx -LxoLr' (2.4) 

for each of the cases in Definition 1, and one has a general 
product rule 

Lr(A®B) = (L"A)®B+A®(LrB), (2.5) 

for any fields A and B in one of the spaces above and mean
ingful operations ® between them. This operation ® could 
be an inner product, the commutator of two vector fields or 
just the composition of two tensor fields, e.g., 
Lr (eJ) = (Lr e)J + e (LrJ) , where one has to choose the 
proper definition of Lr according to the differentiated ob
ject. 

The familiar structure of differential forms shall be in
troduced into our notation in the following way: The differ
ential djeX * (M) of a functionjeF(M) is defined (locally, 
in a chart) by 

(dj(u),x): =/,(u)[X], XeTuM. (2.6) 

For reX * (M) we define its differential dreT~ (M) as the 
antisymmetric tensor field, i.e., the two-form 

dr(U)(XI,x2): = (r'(U)[Xd,x2) - (r'(u) [X2],xI)' 

XI,x2eTuM, (2.7) 

or dr = r' - r'* for short. For antisymmetric JeT~ (M), 
i.e., a two-form, we define dJ to be the three-form given by 

dJ(u )(XI,x2,x3) 

: = (J'(u) [XI]X2,x3) + (J'(u) [X2]X3,x1) 

+ (J'(U)[X3]XI,x2)' XI,x2,x3eTuM. (2.8) 

According to Poincare's lemma the closed forms coin
cide (locally) with the exact forms, e.g., reX * (M) is the 
gradient of a functionjiff it is closed, i.e., dr = O. The same 
holds for a two-form, i.e., an antisymmetric JeT~ (M) has a 
potential reX * (M) with J = dr iff dJ = O. In star-shaped 
regions these potentials can be expressed via contour inte
grals along straight lines: if u = 0 is the star point, then one 
has 

dr=O~r=dj withj(u)= f (r(Au),u)dA, 

dJ= O~J=dr (2.9) 

with (r(u),x) = f (J(AU)AU,x)dA, XeTuM. 

Again we note that for most of the infinite-dimensional 
examples these integrals do not lead to any difficulties, as the 
objects depend on the field variable and its derivatives in a 
polynomial way. Of course the potentials are unique only up 
to an exact form, i.e., for a closed antisymmetric JeT~ (M) 
we have J = d(r + dj), where jeF(M) is arbitrary and 
reX*(M) is given by (2.9). It is easily checked that Lie 
derivatives and exterior derivation commute. 

Definition 2: An antisymmetric eeT~ (M) is called a 
Poisson operator if the expression 
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(2.10) 

satisfies the Jacobi identity for all Xr,xr,xreT!M, The 
Poisson bracket induced by such an operator is given by 

{j,g}e: = (dg,edj), j,geF(M). (2.11) 

One easily checks that the inverse of a symplectic opera
tor is a Poisson operator and vice versa. We will distinguish 
between two types of Hamiltonian systems: those arising 
from closed forms and others induced by Poisson operators. 

Definition 3: A vector field KeX(M) is called (a) Ham
iltonian w.r.t. a closed JeT~ (M), if JK = dj for some 
jeF(M); or (b) inverse Hamiltonian w.r.t. a Poisson opera
tor 0eT~ (M), if K is of the form K = edg, geF(M). 

We do not claim nondegeneracy for the Hamiltonian 
operators J or e, hence both definitions will, in general, not 
coincide. 

A tensor field is called invariantw.r.t. KeX(M) if its Lie 
derivative into the direction of K vanishes. Obviously invari
ant zero-forms are conservation laws, the flows of invariant 
vector fields are one-parameter symmetry groups. An in
variant JeT~ (M) maps such symmetry generators to in
variant covector fields, an invariant eeT~ (M) works the 
other way round. For both cases of Definition 3 the Hamilto
nian operator, i.e., the closed form or the Poisson operator, 
respectively, automatically is an invariant of the Hamilto
nian system. An invariant <l>eT 1 (M) is called a recursion 
operato!'; it maps symmetry generators to new symmetry 
generators. 

It is well known 10 that for most of the examples of inte
grable field equations their symmetry group can be ap
proached by recursion operators. In all these cases the com
mutativity of the symmetries is reflected by an algebraic 
property of the recursion operator: its Nijenhuis tensor van
ishes. This was called the "hereditary property" in Ref. 10, it 
can equivalently be given by the following definition. 

Definition 4: A tensor field <l>eT 1 (M) is called heredi
tary if L4>r cI> = cl>Lr cI> for all vector fields reX(M). 

If a recursion operator is known for an integrable equa
tion, then this property immediately leads to the construc
tion of commuting symmetries. 12 If this operator is given as 
the composition of two Hamiltonian structures, then this 
property reflects a compatibility between the Hamiltonian 
operators leading to the construction of a hierarchy of con
servation laws in involution. 10,13,14 

III. DIRAC CONSTRAINTS AND STANDARD LIFTS 

We first want to generalize the procedure of Ref. 2: Con
sider a vector field KeX(M) that is Hamiltonian w,r.t. a 
closed (and maybe degenerate) JeT~ (M), i.e., 

JK = df, jeF(M). (3.1) 

As J is closed it locally can be written as J = - d/-Lo 
= /-Lb· - /-Lb, where/-Lo can be obtained from (2.9). The dy
namical system u, = K(u) obviously can be regarded as the 
Euler-Lagrange equation 

d aL aL 
dt au, 

(3.2) 
au 

for the Lagrangian function 
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(3.3) 

As usual a Lagrangian for a given system is determined only 
up to a closed one-form, this ambiguity here is reflected by 
the fact that the potential f.Lo of the Hamiltonian operator J is 
given only up to a closed one-form. Of course, as we have not 
taken into account any decomposition of the underlying 
manifold this artificially constructed Lagrangian system is 
completely degenerate. Following Refs. 1 and 2 one formally 
introduces the variable 1r as conjugate of U by 

._aL 1r. - -, (3.4) 
aUt 

such that one encounters a Dirac constraint 1r = f.Lo(u). One 
now tries to obtain the original Hamiltonian system as a 
reduction of a canonical Hamiltonian system in the variables 
U and 1r (being coordinates of the cotangent bundle) by this 
constraint. The total Hamiltonian H of this extended system 
is obtained from the original 1 by adding the constraints 
via Lagrangian multipliers A, i.e., 

H(u,1r) =/(u) + (1r-f.Lo(u),A(u,1r». (3.5) 

The mUltipliers are to be determined by the fact that the 
extended Hamiltonian system (w.r.t. to the canonical sym
plectic form on T * M) can be reduced to the original equa
tion, i.e., on the submanifold 1r = f.Lo (u) the Hamiltonian 
has to be involution with the constraints. Hence 

(3.6) 

has to be satisfied for an arbitrary vector field reX(T*M). 
This Poisson bracket is induced by the Poisson operator 0 can 

given by the inverse of the canonical symplectic form J on 
T*M, i.e., can 

Jean (U,1r) = (~ -1*) 
° ' 

0 can (U,1r) = (_°
1
* ~), 

(3.7) 

withH),H2EF( T*M), and 1 and 1 * being the identity maps 
on thefibersofTMand T*M. Inserting (3.5) into (3.6) one 
sees that 

(dl + f.L~A - f.L~. A,r) (3.8) 

has to vanish for any reX(T*M). As dl=JK 
= (f.L~. - f.L~)K one finds that with the choice A = K the 

extended system admits the required reduction. For degen
erate J elements of its kernel might be added to A. Choosing 
A = K one calculates the Hamiltonian system associated to 
(3.5) and finds a natural lifting of the vector field K to the 
cotangent bundle of M. 

Proposition 1: Let (u,1r) be local coordinates ofT *M. To 
every dynamical system U t = K(u) on M we associate the 
lifted system 
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~t(:) = lo(K;f.Lo): = (-K'*: + LKf.LJ 

= 0 can (d (1r,K) - (L~o)) (3.9) 

on T*M. This system admits the reduction 1r = f.Lo(u), i.e., 
the lifted vector field is tangent to the graph of f.Lo in T· M. If 
K is Hamiltonian w.r.t. J = - df.Lo, i.e., JK = dl for some 
IEF(M) , then 

LKf.Lo=.d (p,o,K) - JK = d( (p,o,K) -I)· 
Hence the lifting of a Hamiltonian vector field is Hamilto
nian w.r.t. the canonical symplectic form on T*M with 
Hamiltonian functionl + (1r - f.Lo,K). 

The reduction property of the lift is calculated easily. 
Although motivated by Dirac's theory, it does not depend on 
the Hamiltonian form of K. 

Remark 1: The closed operator J = - df.Lo is the pull
back of the canonical form J can via the map ueM 
..... (U,f.Lo(u»)ET*M. 

Remark 2: The lift lo(K;f.Lo) is always Hamiltonian 
w.r.t. to the symplectic operator 

(
df.LO 

JPo (u,1r):= 1 (3.lOa) 

and its inverse 

o (U1r):=( ° 
Po' -1* d~J· (3.lOb) 

One finds 

JPo/o(K;f.Lo) = d (1r - f.Lo,K). (3.11) 

So the above lift turns every dynamical system into a 
Hamiltonian one; Hamiltonian systems are cast into bi
Hamiltonian form. We remark that this bi-Hamiltonian for
mulation is very trivial compared to the structures found for 
integrable systems,1O as the corresponding hereditary recur
sion operator 

<I> :=0 J =( 1 
1'. 1'. can df.Lo (3.12) 

0 canJ Po = (1 d 
- 'f.Lo 

is just the identity map plus a nilpotent operator. 
The lift lo(K;f.Lo) reminds us of the standard (or com

pletes) lift 

(-:,*J = 0 can d (1r,K) (3.13) 

of a vector field K on M to T· M, which casts every vector 
field into canonical form. Indeed, if one considers the shift 
diffeomorphism on T*M given in local coordinates by 

(:) ..... C+;o(uJ (3.14) 

then it is easily calculated that lo(K;f.Lo) is obtained as the 
pushforward of (3.13) via (3.14). There also is a standard 
lift of tensor fields <l>ET: (M) to T * M (the "complete" lift in 
Ref. 5). Composing this lift with the transformation (3.14), 
i.e., using (2.2) on T*M, one obtains a lift 
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( 
<Il(u) 

1 (<Il;ll ). = A 
o o· <Il(U,17") 

A 

(3.15) 

where <Il(u,17") is given by 

i.e., 

(~XI,x2) = (17" - ,uo,<Il'[XdX2 - <Il'[X2]X1 ) 

+ (,uo [<IlXd,x2) - (,uo [Xd,<IlX2), 

with XI,x2eTuM. 
The definitions of the lift 10 are invariant w.r.t. cotan

gent bundle transformations 

u=u(u), 1T=(:~r17"' (3.16) 

for invariant definitions of the "complete" part of these lifts 
see Ref. 5. The additional shift 17"-+17" +,uo certainly does not 
affect the invariance. 

These lifts are natural w.r.t. Lie derivatives, one finds 

[lo(K;Ilo),/o(K;Ilo)] = lo( [K,K ];Ilo), 
(3.17) 

L1o(K;I'0) 10(<Il;llo) = 10(LK<Il;llo), 

for arbitrary K,KEX(M) and <IleT: (M). After some 
lengthy calculations one finds that the Nijenhuis tensor of 
10(<Il;llo) is related to the Nijenhuis tensor of<ll: a hereditary 
<Il on Mis lifted to a hereditary operator on T * M. The lift 10 is 
not natural w.r.t. composition of tensor fields, one finds 

so the liftings commute with composition only with addi
tional invariance assumptions. Similarly, only for hereditary 
<Il does a power of the lifted operator 10 ( <Il;llo) coincide with 
the lift of the power of <Il (see Ref. 5). 

As Lie derivatives commute with 10 , one immediately 
can lift all the known generators of symmetries for KEX(M) 
to T*M. A (hereditary) recursion operator can be lifted to a 
(hereditary) recursion operator for 10(K;Ilo). By a straight
forward calculation following compatibility structures 
between the lifted operator and the natural symplectic forms 
J can and Jl'o on T * M are found. 

Remark 3: For every <IleT: (M) the operator 

is exact and hence closed. If (d,uo)<Il is closed, then 
J can 10 ( <Il;llo) is also closed. 

A compatibility with the natural Poisson structures 
®can and ®I'o on T*M is grailted for hereditary operators. 

Remark 4: For every hereditary <IleT: (M) the operator 
10(<Il;llo)®1'o is Poisson. This implies that this operator is 
compatible with ®I'o in the sense of Refs. 10, 13, and 14, i.e., 
the sum of these operators is again Poisson. If, in addition, 
(d,uo)<Il is closed, then it is checked that 10(<Il;llo)®can as 
well as ®can + 10(<Il;,uo)®can, ®I'o + 10(<Il;,uo)®can, and 
®can + 10(<Il;llo)®1'o are also Poisson. 

The lifted operators tum out to be symplectically self
adjoint w.r.t. JI'o' i.e., for any <IleT: (M) one finds 

10(<Il;llo)* = Jl'o/o(<Il;llo)®I'o' 

If (d,uo)<Il = <Il*(d,uo), then one also has 

10 ( <Il;llo) * = J can 10 ( <Il;llo) ® can , 

implying that 10(<Il;llo) and <Ill'o commute. 

( 3.19) 

(3.20) 

Before further investigation of the lift (3.9) we will con
sider the following example. 

The KdV example: As manifold we choose the Schwartz 
space M = S( R) of functions on the real line vanishing rap
idly at infinity. We identify the tangent spaces TuM with 
S(R) and embed them into their duals via the pairing 

(a*,a) = J: 00 a*(x)a(x)dx. (3.21) 

The differential operator is denoted by D, its "inverse" is 
given by 

J
x 1 Joo 

(D -la)(X) = _ 00 a(t)dt - 2" _ 00 a(t)dt· (3.22) 

With aeS(R) and a*eD -I(S(R»)C S*(R) one checks 
DD -Ia = a and D -I Da* = a*. We will restrict the cotan
gent spaces to the subsetD -I(S(R»), so the differential oper
ator, interpreted as element of T~ (M), is indeed invertible. 
Due to the boundary conditions both D and D -I are anti
symmetric; hence according to the definitions (2.10) and 
(2.8) D is a Poisson operator andD -I is closed. These opera
tors induce a Hamiltonian formulation for a large class of 
field equations, among them the famous Korteweg-de Vries 
equation 

Ut = Uxxx + 6uux = Dd J: 00 (U
3 

- ~ U;) dx. (3.23) 

This inverse Hamiltonian formulation with the Poisson op
erator D is converted to a Hamiltonian formulation w.r. t. the 
closed operator J(u) =D -I by integrating (3.23). Using 
(2.9) one finds a potential ,uo(u) = -! D -IU for J (i.e., 
J = - d,uo) and the lift (3.9) yields 

(3.24) 

which admits the reduction 17" = -!D -IU to the KdV equation (3.23). Using (3.15), the well known hereditary recursion 
operator6•10 

<Il(u) =D 2 +4u+2ux D- 1 (3.25) 

of the KdV equation is lifted to a hereditary recursion operator 
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for (3.24). According to remarks 3 and 4 the composition of 
this operator with the Poisson operators 0 can and 0,.., will 
yield new Poisson operators, which are natural candidates 
for nontrivial multi-Hamiltonian formulations of (3.24). 
This will be discussed in Sec. V. 

In Ref. 2 the occurrence of the integration operator J 
was avoided by mapping the original equation to its "poten
tial form" first: introducing r/Jx = u and using the transfor
mation laws (2.2) one finds that the "potential form" admits 
theclosedoperatorJ(r/J) = ( - D)D -ID = -DasHamil
tonian structure. Indeed, (3.23) is transformed to 

(3.27) 

(-D)(r/Jxxx +3r/J;) =d J:oo (r/J! - ! r/J~)dX. 
Using the potential fio(r/J) = ~r/Jx (i.e., J = - d{lo) one ob
tains the lift 

(3.28) 

admitting the reduction 1T = !r/Jx to the potential KdV equa
tion (3.27). Up to an irrelevant rescaling this coincides with 
the results of Ref. 2. In general, it is easily demonstrated that 
Theorem 5 of Ref. 2 is the special case of Proposition I with 
J.lo(u) = - ~ -IU. 

Using (2.2) one transforms (3.25) into a hereditary re
cursion operator 

~(r/J) = D2 + 4</Jx - 2D -Ir/Jxx (3.29) 

for the potential KdV equation (3.27), which is lifted to a 
hereditary recursion operator 

( 
D2 + 4</Jx - 2D -Ir/Jxx 

D(21T - r/Jx) + (21T - r/Jx)D 

for (3.28). 

IV. LlFTINGS FOR VARIOUS TENSOR FIELDS 

We now want to investigate the structure of the lifted 
dynamical system (3.9). Much information about an equa
tion is obtained by its invariants, i.e., tensor fields with van
ishing Lie derivatives into the direction of the considered 
vector field. We want to find liftings of invariants on M to 
T * M, such that the lifted structures are invariants for (3.9). 
For invariant vector fields (i.e., symmetry generators) and 
invariant tensor fields of type (1,1) (i.e., recursion opera-
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(3.26) 

tors) this is achieved by the lifting 10 • For other kinds of 
tensor fields there does not seem to be an analogy for this 
direct lift. Nevertheless, for Hamiltonian systems there is a 
way of obtaining such liftings, as the Hamiltonian operator 
(i.e., either a closed form or a Poisson structure) yields a 
transformation between tangent and cotangent bundles. 
Hence it is convenient to obtain the desired lifts to T * Min 
three steps. 

( 1) There are naturalliftings of all kinds of tensor fields 
from M to its tangent bundle TM. 

(2) If a map between TM and T*M is given (e.g., in
duced by a Hamiltonian operator) then the lifts on TM can 
be pushed forward or pulled back to the cotangent bundle. 

(3) To obtain the lifting (3.9) motivated by Dirac's the
ory, one just has to apply the shift diffeomorphism (3.14) on 
the fibers of T * M to the results of the first two steps. 

We remark that step (3) is not at all important for the 
geometric concept behind this construction, it is just moti
vated by the considerations leading to (3.9). 

The lifts to the tangent bundle are the "complete" lifts of 
Ref. 5. They may be defined invariantiy, but aiming for infi
nite-dimensional examples it is more convenient to give 
them in a local coordinate frame. These definitions are given 
in the Appendix. 

This lifting II' say, is natural w.r.t. composition, Lie der
ivation, and exterior derivation, i.e., 

11(T)®/I(h = II(T®1), 

L1,(K)I(T) =/I(LKT), dll(a) =/1(da). 
(4.1 ) 

Here K is an arbitrary vector field on M, T and T are any 
tensor fields on M with ® being the composition or inner 
product, and a is an arbitrary form on M. 

For the second step we now fix two tensor fields 
00ET~ (M) and JoET~ (M). In the applications these struc
tures will be given by Hamiltonian operators, but the follow
ing considerations will hold for arbitrary tensor fields of 
proper type. If (u,v) and (U,1T) are local coordinates of TM 
and T * M, respectively, then 0 0 and Jo induce maps 

eo: T*M ..... TM: (u) ..... (c.. U ), 
1T ~o(U)1T 

(4.2) 

fo: TM ..... T*M: (u) ..... ( U ), 
v Vo(u)v 

which will be used to transport the lifts lIon TM to T*M. 
Covariant tensor fields such as II(f)EF(TM), II(r) 
EX*(TM), or II(J)ET~ (TM) are pulled back via 0 0 to co
variant tensor fields on T * M. Contravariant objects such as 
il(K)EX(TM) orll(0)ET~ (TM) arepushedforwardbyfo 
to Im(Jo) C T*M. For simplicity we will assume that Jo is 
not degenerate, i.e., fo is to be a diffeomorphism from TM to 
T * M, such that contravariant tensor fields can be pushed 
forward to the whole of T * M. Now also mixed tensor fields 
such as II(~)ET: (TM) can be mapped to fields on T*M. 

Walter Devel 215 



                                                                                                                                    

We now compose the lift 11 fromM to TM with the maps 
( 4.2) connecting TM and T'" M and obtain a lifting from M 
to T'" M for all the types of tensor fields discussed before. 

For step (3) we then fix,uoeX*(M) and consider the 
shift (3.14), which gives rise to transformations of tensor 
fields on T40 M. The composition of the lifts obtained from the 
first two steps with these transformations is given by the lift 
Iz, say. which is parametrized by,uo and 0 0 or Jo• respective
ly. Using (2.2) it is a straightforward calculation to obtain 
the proper form of lz for all kinds of tensor fields, the results 
are given in the Appendix. 

Due to the construction these liftings are natural. Hence 
for differential forms, e.g.,jeF(M), yeX4o(M), or antisym
metric JET~ (M) one immediately concludes that exterior 
derivation commutes with the lifting. e.g .• 12(J;00.,uo) is a 
closed operator on T40 M if J is closed. Similarly. a Poisson 
operator 0ET~ (M) is lifted to a Poisson operator. a heredi
tary operator 4>en (M) yields a hereditary 12(4);Jo.,uo)' 

For 0 0 = J 0- 1 the construction is also natural w.r.t. the 
duality between covariant and contravariant tensor fields, 
i.e., composition of tensor fields commutes with the lifting Iz. 
In this case obviously Lie derivatives also commute with Iz 
for all types of tensor fields considered here. 

From the explicit form of Iz one sees that 12(K;Jo.,uo) 
coincides with the lift 10(K;,uo) given by (3.9), if Jo is in
variant w.r.t. the vector field K. If Jo is given by a symplectic 
form, then for all Hamiltonian vector fields w.r.t. Jo these 
two liftings coincide. Hence for Hamiltonian vector fields K 
w.r.t. a symplectic Jo it is convenient to regard (3.9) as a 
special case of 12 (K;Jo.,uo)' With this interpretation one can 
immediately lift all invariants of K to obtain invariants for 
10(K;,uo) = [2(K;Jo,,uo)' Of course, for invariant vector 
fields and recursion operators now both lifts will yield invari
ants, as both lifts 10 and lz commute with Lie derivatives. 

It turns out that in certain situations the lifts lz are relat
ed to the lifts 10, For vector fields the invariance of Jo leads to 
coinciding lifts. For (1,1 )-tensor fields one finds the follow
ing. 

Remark 5: Let JoeT~ (M) be symplectic. Assume 
4>"'Jo = Jo4> for an operator 4>eTI (M). If Jo4> is closed, 
then lz(4);Jo..uo) = 10(4);,uo)· 

For closed forms one has the following remark. 
Remark 6: If reX· (M) and JeT~ (M) are closed, then 

12(y;00.,uo) =JI'.Jo(0~y;,uo) and 12(J;00#0) =JI-'.!o 
X(0~J;,uo). Here 00eT~(M) is arbitrary, J"", is given by 
(3.lOa). 

For doubly contravariant tensor fields one finds the fol
lowing. 

Remark 7: LetJoeT~ (M) be symplectic. Iffor antisym
metric ®eT~ (M) the operator J00JoET~ (M) is closed, 
then 12(0;Jo,,uo) = -10(0Jo;,uo)0"",. Here 01-'0 is given by 
(3.lOb). 

All these statements are verified by a straightforward 
computation. An important aspect of remark 7 is that, in this 
situation, the lift lz(0;Jo#0) does not depend on the inverti
bility of Jo, i.e., the lift Iz to the image of Jo admits a natural 
continuation to the whole of T '" M. Remarks 6 and 7 immedi
ately lead to the following special case. 

Remark 8: If JET~ (M) is symplectic, then 
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12 (J;J -1 #0) = - J /Jo' For an invertible Poisson operator 
®eT~(M) one finds lz(0;0- 1.,uo) = -0/Jo' 

Another remarkable relation between the lifts 10 and lz is 
given by the Lie derivative of a tensor field obtained by 12 into 
the direction of a vector field obtained by 10 , 

Remark 9: For a differential form a on M, i.e., either 
a =/EF(M) ora = yeX4o(M) ora = JeT~ (M) (withJbe
ing antisymmetric), one finds 

L1o(K;j.to) 12 (a;00#0) = 12(LKa;00#0) + lz(a;LK0 0.,uo)· 

Corresponding (although more complicated) relations 
for Lie derivatives of lifts of contravariant or mixed tensor 
fields can be established. 

V. BI-HAMILTONIAN SYSTEMS 

We now want to discuss the lifting of bi-Hamiltonian 
systems. 10,13.14 Such a structure essentially consists of a Pois
son operator 01eT~ (M) and a closed (but not necessarily 
symplectic) form JoeT~ (M), for which a compatibility con
dition is given. If Jo is symplectic, this compatibility is the 
condition thatthesumof01 andJ 0- 1 is again Poisson. 14 For 
noninvertible Jo the same structure is obtained either by 
claiming the hereditary property 10 for the operator 
4> = 0 1JO or assuming J00]Jo to be closed. The best known 
example of such a Hamiltonian pair4 is given by 

0 1(u)=D 3 +2Du+2uD, Jo(u)=D- 1
, (5.1) 

yielding the hereditary recursion operator (3.25) of the 
KdVequation. It is well known that (3.23) admits two 
Hamiltonian formulations 

Kl = 0 1 d/o, JoKl =dft; KI(u): = Uxxx + 6uux , 

Jr. . -Jeo 1 zd I' -Jeo (3 1 2)d o· - - U X, J I - U - - Ux x. 
-",,2 -00 2 

(5.2) 

This immediately leads to the construction of an inte
grable system. 

Theorem 1 (Refs. 4,10,13, and 14): LetJoET~ (M) be 
closed and 0}eT~ (M) be Poisson. If J 00}Jo is closed, then 
4>: = J00 1 is hereditary, all operators J I : = J04l are closed 
and all operators 0 1 + 1 : 4>/0 1 are Poisson. If a vector field 
K1eX(M) is bi-Hamiltonian w.r.t. J o and 0 1, i.e., 
KI = 0 1 d/oandJoKl = dft for some functions/o,fteF(M) , 
then all the forms JIK 1 are closed. Hence there exist (local
ly) functions};, such that J[K k = djk + I and K[ + k = 0 k d}; 
with K 1+ I: = <I>/K1, k = 1.2, ... , 1= 0,1, .... All these func
tions are in involution w.r.t. all the Poisson brackets induced 
by the Poisson operators 0 k' 

The lifting procedures discussed before can be applied to 
such a structure in a very simple way: We choose ,uo such 
that Jo = - d,uo (or J"" - d,uo for some koEN) and de
fine 

Ci): = 10 (4);,uo), Kk : 

ik: = - (1T-J.Lo,Kk ), 

-k-
4> Kk = 10(Kk;J.Lo) , 

k= 1.2, ... ; 
~ • _ d"..1Q. 9 . _ d"..IQ. (5.3) 
0:31' - - 'V 0:31-'0' 0:3/. - 'V o:3ean , 
- -I ~ -I 
J1: = - J,..o 4>, J1: = Jean 4>, 1 = 0,1 ..... 

As all vector fields Kk are Hamiltonian w.r.t. all the closed 
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operators Jk the liftings Kk can be regarded as the lift 12 of 
Sec. IV. According to remark 5 all the lifts 12 ( <I>;JI #0) yield 
c1>. The operators II are closed according to remark 3, they 
can be regarded as the lifts of the closed forms JI via the 
Poisson operators 0 k : according to remark 6 one finds 

12 (JI;0k,tLo) = - JI-'.io (0rJI "J-Lo) = I k+ I' 

Similarly the operators 91 are all Poisson; according ~o re
mark 7 one finds 9 k I = i2 (0k;JI,tLo)' The functionslk ob-

+ I" • 
viously are the lifts of the original conservation laws J I Via 
the Poisson operators 0 k : 

12 (J;;0k,tLo) = (d/r,0k (1T-tLo» 

= - (1T-tLo,0kdJ;) =fk+I' 

Due to the natural construction of the lift 12 the extended 
functionsfk as well as the operators c1>, 9 1, and i l are invari
ants for all the lifted systems K k and hence give rise to many 
different Hamiltonian formulations. Due to the compatibi
lity structure of the operators involved in a bi-Hamiltonian 
system all lifts 12 can be expressed in terms of the lifting 10 , 

hence the lifts 12 of the Poisson operators to the image of the 
closed J/s can be extended to the whole of T * M and no 
invertibility assumptions for the operators JI are needed. In
deed, according to Proposition 1, (3.17), remarks 2~ 0Ee 
directly obtains the desired invariance of the operators <1>, JI , 

II, 91, and 01 as well as the fact that they are hereditary, 
closed, and Poisson, respectively. 

Using Proposition 1 and dfk = - Jl-'oKk (remark 2) 
one easily establishes the Hamiltonian formulations of the 
lifted dynamical systems: 

IIKk =dfk+I' 

JIKk =d(Ik+1 -fk+I)' (il +JI)Kk =dlk+l ; 

Kk + 1 = 9k dj;, 
Kk+ 1= 0k d(/r -];), k = 1,2, ... , 1= 0,1, .... 

(5.4) 

Because of the "triangular" form of the lifted systems 
the original Hamiltonian functionslk are still conservation 
laws. All the functions are in involution w.r.t. all the Poisson 
brackets induced by the above Poisson operators. For exam-

Ple to show that the functions /r and fk are in involution , A 

w.r.t. the bracket induced by 0 m , say, one calculates 
A _ _" ........._ 

(d/r,0m dlk ) = «Jo + JO)KI,0m dlk ) 

= (dfl,91_ 1 clo + Jo)0m (c1>k- 1)* dil)' 
(5.5) 

But according to (3.20) the operator 

9 1_ 1 clo + Jo)0m (c1>k-I)* = c1>k+ l+m-2(90 + 00 ) 

is antisymmetric. Hence the above bracket equals zero. With 
similar arguments one shows the vanishing of all brackets. 

The recursion operators induced by these Hamiltonian 
formulations are essentially c1>, <1>1-'0 = - 9)0, and its in
verse 0;10' According to (3.20) these recursion operators 
commute; remark 4 grants a compatibility between them. 
Obviously c1> + <1>/-'0 and c1> + <I>~ I are again hereditary. It 
can be checked that this together with their commutativity 
leads to the conclusion that arbitrary polynomials in c1>, <1>/-'0' 
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and <I> - I are also hereditary. Hence further commuting 
symme7ries can be constructed by applying <1>1-'0 to the lifted 
vector fields K k • 

VI. CONCLUSIONS 

We have generalized the procedure of Refs. 1 and 2, 
which now can be applied in a straightforward way to any 
Hamiltonian system without restrictions to the explicit form 
of the Hamiltonian operator. Starting from the Lagrangian 
point of view, i.e., following Dirac's theory of constrained 
system, these considerations are motivated in Ref. 2 as a 
construction to cast a Hamiltonian formulation into canoni
cal form. Further variables are added; the new configuration 
space is the cotangent bundle of the original manifold, on 
which the dynamical system assumes canonical Hamilto
nian form. 

Although it is not clear to us how the lifted systems 
proposed here might be used to obtain additional informa
tion about the original equations, we nevertheless regard the 
lifting procedure as interesting from a geometrical point of 
view. The most remarkable observation seems to be that the 
lifting depends on the Hamiltonian structure only in a very 
simple way: whatever Hamiltonian operator is chosen for 
the lift, the resulting equations are all equivalent up to a 
simple shift (3.14). For bi-Hamiltonian equations entirely 
different Hamiltonian formulations are known, which im
mediately give access to the integrability of these systems. 
All these operators can be used for the lifting procedure, the 
resulting systems differ only by a trivial "gauge" transforma
tion, i.e., a shift of the new "gauge" variable 1T. This might 
give a simplifying point of view for considering multi-Hamil
tonian formulations. Indeed, the compatibility conditions of 
Hamiltonian pairs as well as the essential hereditary proper
ty of recursion operators arise in an amazingly natural way 
in this context. 

We have not discussed compatibility conditions of the 
proposed liftings w.r.t. to shifts of the gauge variable: tLo is 
fixed in all our considerations. Hence a natural next step 
would be the investigation of these lifts w.r.t. different Ham
iltonian potentials dtLo. It can be shown that in the presence 
of mastersymmetries l5 certain covector fields are distin
guished potentials of the Hamiltonian operators. The hierar
chy of lifted systems considered here can in this case be en
larged by additional liftings of the original dynamical 
systems using these potentials for different Hamiltonian 
forms. 

APPENDIX: THE LIFTS I, AND 12 

We give the definitions of the liftings II (the "complete" 
lifts of Ref. 5) in a way that can also be applied to field 
equations such as the KdV equation. Let (u,v) be a local 
coordinate system on TM, then we define 

(a) for IEF(M), 11(/): = (dl(u),v); 

( K(u) ) 
(b) for KEX(M), II(K): = \.K'(u)[v] ; 

(c) for 'VEX*(M), I (r): = (r'(U)[V]); 
I I r(u) 
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(d) for JeT~ (M), I (J): = (J'(U) [v] 
I J(u) 

J(U») . 
o ' 

(e) for 0ET~(M), 11(0): = (0~U) 0(u) ) 
0'(u)[v] , 

(0 for <l>eTl(M), 
( <I>(u) 

II (<1»: = <I>'(u)[v] <I>~uJ . 
All these definitions are invariant w.r.t. coordinate changes ofthe form it = it(u), v = (aitlau)v. 

Let (U,1T) be coordinates of T*M. The liftings 12 of Sec. IV are calculated as 

(a) for jeF(M) , 12(/;00#0): = (df,00(1T-fLo»; 

(K(u) ) 
(b) for KeX(M), 12(K;Jo#0): \K(U,1T) ' 

with K(U,1T):= K'*1T+LKfLo+ (LKJO)Jo-
I (1T-fLo), 

i.e., (K,x) = - (1T,K'[X]) + (LKfLo,x) + «LKJO)Jo-
I (1T-fLo),x), XeTu M ; 

( 
Y(U,1T) ) 

(c) for reX*(M), /2(r;00#0): = 0~(u)r(u) , 

with Y(U,1T): = r'[001T] + (00 [. ]1T)*r - L 0rPo r, 

i.e., (r,x) = (r'[001T],x) + (r,00[X]1T) - (L0rPo r,x), XeTu M ; 

( 
l(u,1T) 

(d) for JeT~(M), 12(J;0o,J-to): = 0~(u)J(u) 
J(U)00(U») 

o ' 

with l(u,1T): = J' [0017'] + J00 [ . ] 17' + (00 [ . ]17') *J - L 0rPJ, 

i.e., (IXt ,x2) = (J'[001T]X1,x2) + (J00[Xd1T,x2) + (JXI,00[X2)1T) - «L0rPJ)X1,x2)' X I,x2eTuM ; 

(e) for 0eT~ (M), /2(0;Jo#0): = ( 01:\( 
Vo(u)¢ u) 

0~)Jt(U») , 
0(U,1T) 

with 0(U,1T): = J o [0Jt']J 0 117' + J00'[ J 01T]Jt + J00(Jo [.]J 0- 117')* - JO(LJO-lpo 0)Jt, 

i.e., (0XI,x2) = (J0[0JtXI]JO-11T,x2) + (J00'[JO-11T]J~XI,x2) + (Jo[0*J~X2]Jo-11T,x1) 
- (JtX2,(LJ-, 0)J~XI)' X J,x2eTu M ; 

o Po 

( 
<I>(u) 

(0 for <l>eTl (M), 12(<I>;Jo#0): = ~(U,1T) 

with ~(U,1T): =Jo [<I>']J 0- 117' + Jo<l>'[J 0- 117'] - Jo<l>J O-IJO [.]J 0- 117' -JO(L0rPo <1», 

i.e., (~Xl,x2) = (J 0 [<I>XdJ 0 117' ,x2) + (Jo<l>' [ J 0 117' ]XI,x2) 

- (Jo<l>J o-IJO [XdJ 0 11T,x2) - (JO(LJo-'po <I»X1,x2) , X 1,x2eTu M . 

All definitions are invariant w.r.t. cotangent bundle trans
formations (3.16). 
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For external sources specified in the radial gauge frame, it is demonstrated how the SU (3 ) 
Yang-Mills field configuration can be constructed from the SU(2) solutions. This is explicitly 
illustrated for the type-II solutions that exhibit the bifurcation phenomenon. 

I. INTRODUCTION 

Since the work ofSikivie and Weiss,l there are by now 
many numerical as well as analytic solutions of the SU (2) 
Yang-Mills (YM) field equations with external sources.2 

For the gauge group SU (3), there are very few solutions 
available. In Ref. 3, Horvat and Viswanathan obtained nu
merical solutions for the response of the SU (3) YM field to 
an external spherical delta-shell source. Most recently Hor
vat discussed the stability problem of their SU (3) bifurcat
ing solutions.4 The purpose of the present paper is to indicate 
how analytic solutions for the SU (3) gauge group can be 
obtained from SU (2) solutions when the external source has 
a spherical symmetry and is specified in the radial gauge 
frame. We shall illustrate our method explicitly for the type
II solutions only as other solutions can be derived similarly. 
As in the SU (2) case, the SU ( 3 ) type-II solutions exhibit the 
bifurcation phenomenon. Bifurcation solutions in general 
correspond to a reduction of symmetry5; this is most easily 
seen in the case when the external source is specified in the 
Abelian gauge frame.6 In passing, we note that bifurcation 
may play an important role in physics.7 

II. THE GAUGE FIELD EQUATIONS AND SOLUTIONS 

The Y ang-Mills equations in the presence of an external 
static sourcej(x) are given by 

DJ.'FJ.''Y = j"=~op. 

For the SU(2) theory the radial ansatz8 

A~ =n"/(r)/(gr), na=xo/r, 

A ~ = e;Ojni[a(r) - 1 ]I(gr) , 

pO = naq(r)/g, 

(1) 

(2a) 

(2b) 

(2c) 

simplifies Eq. (1) to a pair of coupled differential equations: 

- a" + (a2 - l)a/r - a/2r = 0, (3a) 

- f" + 2a21/r = rq. (3b) 

The prime means differentiation with respect to the argu
ment. Similarly, for the SU (3) theory the spherically sym
metric ansatz3 

gA ~ ieabcn'lt (r)/r + (nanb - ~ab )h(r)/r, (4a) 

gA~b i(~;bna ~ianb)(G(r) -1)/r, (4b) 

gpab = ieabc nc ql (r) + (nann - jOab )q2(r) (4c) 

reduces Eq. (1) to the following coupled differential equa
tions: 

- Gil + (G 2 - 1)G/r - (Ii + I~)G/r =0, (5a) 

- I;' + 2G'2jl/r 2rqt, (5b) 

- p; + 6G 2/2/r = 2rq2. (5c) 

As is noted in Ref. 3, by setting q2 = h = 0 the solutions of 
Eqs. (5) will also be solutions ofEqs. (3) with a = G,f = 11' 
and q = 2qt. We now show that any solution of the SU(2) 
equations (3) can be used to construct a solution for the 
SU(3) equation (5). Given a solutiona(r), I(r) ofEq. (3), 
we define 

G(r) = a(r), 

11(r) =/sinw, 

her) =/cos w, 

(6a) 

(6b) 

(6c) 

where the parameter w is restricted to 0<w<1T/2. Equation 
(5a) then becomes identical toEq. (3a) while Eqs. (5b) and 
(5c) define the source functions qt and q2. We note that 
ql(r) is proportional to q(r) for a fixed value ofw. 

The gauge-invariant energy of the solutions (5) is given 
by3 

S = 41T r'" dr{.lC/i>2 + .l(/n2 + (G')2 
g Jo 2 6 

X~(/i +/~)G2+ 2~(G2 1)2}. (7) 

The Casimir invariants for the SU (3) theory are l 

C1 (r) = 2 Tr[p(r) F = (4/gZ)(qi + ~q~), (8a) 

and 

C2(r) = 4 Tr[p(r) P = (8/g3)(~qi - qiq2). (8b) 

These are used to define the gauge-invariant total external 
charges 

Q=41T i'" r[C1(r)] 1/2 dr 

(9a) 

and 

R=41Ti"" rIC2(r)1 1/3 dr 

= 7 i'" rl ! q~ - qiq21113 dr. (9b) 

By comparing expressions (7) and (9) with the correspond-
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ing expressions for the SU (2) case,9 it is easy to show that 
because of the relation (6), the finite energy-finite charge 
SU(2) solutions of (3) also render S [Eq. (7)], Q, and R 
finite. An example of such an analytic solution to (3) is given 
in Ref. 9: 

a(r) = tanh u, (lOa) 

fer) = [r(2u'z - u" ltanh u) - Ij1/2 sech u, (lOb) 

with 

u(r)=b(lIy- yz), y=r/c. (l0e) 

The parameters band c are positive. By using Eqs. (6), we 
find that the energy and charges Q and R for the correspond
ing SU (3) solutions can be written as 

s = (lIc)H(b,w), 

Q= Q(b,w), 

R =R(b,w), 

where H, Q, and R are functions of band w only. 

III. BIFURCATION 

(lIa) 

(lIb) 

(lIc) 

In all subsequent discussions, we shall consider Eqs. 
(6), (10), and (11) for the particular case w = 17"/4 only. 
Numerical computation then shows that the minima of H, 
Q, and R occur, respectively, at b = bo=0.562I, b 
= bl =0.6398, and b = bz =0.65449. Also, in order for the 

gauge fields to be real we require that b> 0.5410. 
In order to obtain bifurcating SU (3) solutions, we im

pose a relation 10 between b and c so that sand Q (or S and R) 
have their minima at the same values of the parameters. Con
sider first the bifurcation of S with Q. We parametrize c in 
terms ofb as 

c=mb+p. (l2) 

Then using (lIa) and (l2), we see that ds(bl)ldb=O 
implies 

p=m(lIkl -bl ), (13) 

where 

kl = dH(bl)ldb = 1.713. 
H(b l ) 

Furthermore one can easily show that since d 2H(b l )1 
db z > o thend zs(bl)ldb z > 0 ifand onlyifm > o. The value 
of the energy at the bifurcation point is 

s(b
l

) = dH(bl)ldb . 
m 

(l4) 

Hence the bifurcation point depends on the value of m. Fig
ure 1 shows a plot of s vs Q for m = 1. The corresponding 
solutionsa(r) and/(r) together with thefunctionsql (r) and 
q2(r) near the bifurcation point are shown in Figs. 2-5, re
spectively. Note that G(r) = a(r) and It (r) =];(r) 

= /(r) 1.,]2; also ql (0) = ql ( 00 ) = q2(0) = q2( 00) = O. In 
Figs. 6 and 7, we have plotted the charge densities Q(r) and 
R(r), where 

Q(r) = (qi + !q~) 1/2, 

R(r) = I (W~ - qiq2) 11/3. 

(I5a) 

(l5b) 

Actually, one can construct infinitely many distinct pairs of 
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FIG. 1. Here 5 vs Q is shown for m = 1. The solid curve corresponds to the 
parametrization (12) while the dashed curve follows (16) with r = - 1/ 
k,. 

branches emanating from each bifurcation point. For exam
ple, we seeo 

c = ab 2 +/lb + r, (l6a) 

with 

a = mlbl - (mlkl - r)lb i , 
/l = 2 (mlkl - r)lbl - m, 

(l6b) 

(l6c) 

(I6d) 

In Fig. 1, the dashed curve corresponds to m = 1 and 
r = - lIkl. The curves for a(r)'/(r), etc., are similar to 
those of Figs. 2-7 and are not shown here. 

To obtain the bifurcation of S with R, replace bl by b2 

and kl by k2= 1.804 in Eqs. (l3), (14), and (16). Figure 8 
shows the bifurcation curves of S vs R for m = 1. The solid 
curve corresponds to r = lIk2 - b2 while the dashed curve 
corresponds to r = - lIkz. The curves for a(r),/(r), etc., 
are similar to those of Figs. 2-7. 

IV. COMMENTS 

(a) There are ways other than relation (6) of obtaining 
SU(3) solutions from theSU(2) ones. For example, we may 
set 

0.5 

a 0.0 

-0.5 

-1.0 
0.0 0·3 0.6 0.9 1.2 1.5 

FIG. 2. Herea(r) is shown for the solution (10) withm = 1 in (12). Start
ing from the curve with the smallest zero, these correspond to b = 0.5500, 
0.6398, and 0.7500. 
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15 

2.0 

FIG. 3. Here fir) is shown corresponding to the a(r) of Fig. 2. The curves 
are identified by noting that the peak value increases with b and b = 0.5500, 
0.6398,0.7500. 

900 

0.' 0.6 

FIG. 4. Here q, (r) is shown for the a(r) andf(r) of Figs. 2 and 3. Starting 
from the curve with the most negative peak, these correspond tob = 0.5500, 
0.6398,0.7500. 

o 4 0.6 

FIG. 5. Here q2 is shown as for Fig. 4. 
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FIG. 6. The charge density Q(r) given by (15a) corresponding to the 
curves of Figs. 4 and 5. The peak value of these curves decreases as b in
creases; b = 0.5500, 0.6398, 0.7500. 
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FIG. 7. The charge density R(r) given by (i5b) corresponding to the 
curves of Figs. 4 and 5. The peak values of these curves decreases as b in
creases; b = 0.5500, 0.6398, 0.7500. 
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FIG. 8. Here 5 vs R is shown for m = 1. The curves correspond to the 
parametrization (16) when b, and k, are replaced by b2 and k2• The solid 
curve has r = l/k2 - b2 while for the dashed curve r = - 1/k2• 
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G(r) =a(r), It(r) =/exp( -Bra), 

her) =/[I-exp( -2Bra)j1/2, 

with the parameters Band n being positive. 
(b) Our definition of the charges in Eqs. (9) does not 

correspond to that used by the authors of Ref. 3. The gauge
dependent charges that would correspond to their usage are 

41T ioo S1=- rq1 dr 
g 0 

and 

4 i oo 
S2 =.....!!... rQ2 dr. 

g 0 

Using Eqs. (5) and (6) and because of the boundary condi
tions on finite energy-finite charge solutions, we have 

S2 = 3S1 (cot w). 

(c) Our SU(3) solution as given by (6) and (10) is a 
type-II solution3

•
8 [i.e., G( (0) = - 1]. Following Ref. 3, 

the solution for w = 0 belongs to group 1, that for w = 1T12 
to group 2, while those for 0 < w < 1T12 belong to group 3. 

(d) Unlike Ref. 3, here both charges QandR vary as we 
observe the bifurcation of S with one of them. 
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(e) Following Ref. 10, the bifurcating solutions ob
tained in the last section are weakly bifurcating since the 
corresponding points on the two branches arise from differ
ent charge densities although their total charges are the 
same. 

(f) As in Ref. 3, we setji (x) = 0 in Eq. (I) since for 
nonvanishing external current density the total energy be
comes gauge dependent. 
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Conditions under which a symmetry group action can be expected to be orthogonally transitive 
are investigated within the generalized Kaluza-Klein framework in terms of the dimensional 
reduction scheme whereby a higher-dimensional space is regarded as a bundle over a lower
dimensional base space formed as its quotient with respect to the surfaces over which the group 
action is transitive, so that orthogonal transitivity is interpretable as meaning the existence of a 
section that is everywhere orthogonal to the fibers. It is shown that if a certain comoving 
source condition is satisfied locally, then the system admits a dual reformulation whereby 
trivectors are introduced in place of the usual gauge-potential covectors, and that under these 
circumstances (but not otherwise) orthogonal transitivity will hold subject to suitable global 
boundary conditions provided appropriate local signature inequalities are satisfied everywhere, 
the simplest (but not the only) possibility being that in which both the metric and the relevant 
coupling matrix are positive definite. 

I. INTRODUCTION 

The purpose of this work is to use the methods of dimen
sional reduction in Kaluza-Klein type (generalized Einstein 
or Einstein-Maxwell) spaces, to make a systematic study of 
conditions under which one can expect the action of any 
symmetry group that may be present to be orthogonally tran
sitive. Within the conceptual framework of dimensional re
duction, in which the higher-dimensional space is consid
ered as a bundle over a lower-dimensional base space formed 
as its quotient with respect to fibers that are the surfaces of 
transitivity of the symmetry group action, the condition of 
orthogonal transitivity means the existence of a bundle sec
tion (and hence of a space-filling congruence of such sec
tions) that is everywhere orthogonal to the fibers. This 
means that it is possible to use a local reference system in 
which the metric has no cross components between a class of 
coordinates that is comoving in the sense of being constant 
over each surface of transitivity, and a complementary class 
(that can be taken to be ignorable in the Abelian case to be 
studied here) that are constant on each orthogonal section. 

Orthogonal transitivity (which includes staticity as a 
special case for a one-parameter group) is often an apprecia
ble simplification, which has frequently been postulated for 
convenience, but without mathematical justification at the 
time, by many workers in diverse contexts, in the hope either 
that the conclusions drawn thereby would remain qualita
tively valid in more general nonorthogonally transitive cases 
or else that subsequent work would establish that orthogonal 
transitivity should necessarily hold in any case. A classic 
example, which provided much of the underlying motiva
tion for the present work, is the postulate of staticity by Isra
el in his historic investigations i

,2 of the extent to which the 
Schwarzschild black hole is unique. It was the subsequent 
study of black hole equilibrium states under more general 
conditions, and in particular the nonstatic stationary-axi
symmetric case first dealt with by Papapetrou3 that motivat
ed a first systematic investigation4 (in effect a prototype of 

the more extended investigation carried out here) of the 
question of the necessity of orthogonal transitivity under 
more general circumstances. The particular problem raised 
by the postulate of statisticity in Israel's work, at least in the 
pure vacuum case, i was partially solved by the adaptation to 
the black hole boundary conditions by Hawking5 of an ear
lier result due to Lichnerowicz.6 General reviews of ques
tions of orthogonal transitivity in the context of black-hole 
equilibrium state boundary condition problems have been 
given by the present author,7,g including a generalization of 
the Hawking-Lichnerowicz theorem to cover cases involv
ing the presence of an electromagnetic field, a sign error in 
the original version 7 having been corrected in the latter. g The 
present investigation grew out of an alternative approach to 
the same problem,9 whereby instead of the essentially covar
iant treatment used in the reviews just cited, a procedure 
based on the use of quantities defined with respect to the 
bundle structure and the quotient space of dimensional re
duction was used, following lines suggested by work of Brei
tenlohner, Maison, and Gibbons. 10 

The widespread current popularity of higher-dimen
sional theories of diverse types suggests the potential utility 
of the present investigation, which shows how techniques 
originally developed in a specialized four-dimensional con
text can be generalized to situations in which arbitrary 
numbers of dimensions are involved, thereby making avail
able large classes of orthogonal transitivity theorems. These 
results can be applied to diverse combinations of (induced or 
projected) signature conditions, but are dependent on the 
verification of the appropriate boundary conditions (which 
did turn out to be satisfied in the black-hole applications 
mentioned above, but which must be scrupulously checked 
each time a new application is envisaged). The results in 
question all depend on the invocation of a requirement that 
any material sources must (in a sense to be precisely de
fined) be comoving with the surfaces of transitivity (if not, 
orthogonal transitivity would be violated locally, even in the 
presence offavorable boundary conditions). As an interme-
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diate step, it is shown that (independently of any boundary 
conditions) this comoving source requirement is locally suf
ficient to ensure the existence of a useful dual reformulation 
whereby trivectors are introduced instead of the usual gauge 
potential covectors. 

From the point of view of a physical interpretation in 
terms of fields induced by a higher-dimensional Kaluza
Klein type projection process on an intermediate-dimen
sional "physical" space with a symmetry group whose action 
determines a lower-dimensional quotient space, the most in
teresting suitable combination of signature conditions is that 
for which the field coupling matrix and the projected metric 
on the lower-dimensional space are both (let us say) positive 
definite, but for which the higher-dimensionally induced 
metric (as distinct from the physical projected metric) on 
the surfaces of transitivity of the group action is of opposite, 
i.e. (let us say), negative definite signature. The most ob
vious alternative possible combination of conditions is of 
course simply that for which the overall metric on the high
er-dimensional space itself (and hence automatically each of 
the intermediate and lower-dimensional induced or project
ed metrics, including the coupling matrix) is of (let us say) 
positive definite signature. 

II. BASIC VARIATIONAL FORMULATION OF THE 
REDUCIBLE SYSTEMS UNDER STUDY 

The subject of investigation in this and the following 
sections will be the class of systems specifiable by a variation 
principle on a manifold oflet us say m dimensions with local 
coordinates #,,u = (l, ... ,m), in terms ofa Lagrangian sca
lar density .Y of the form 

.Y = .Y geam + .Y veet + .Y matt (2.1) 

in which the relevant field variables are taken to be a set of 
(m + q) independent one-forms, 9'\ AX for a = (l, ... ,m), 
X = (m + 1, ... ,m + q), with components Op. a, Ap. x, of 
which the former constitute a Cartan frame determining a 
(pseudo) -metric tensor 

gp.p =gar0p. aO/, (2.2) 

where gar is a constant diagonal matrix, with component 
values normalized to ± 1, and where the AX are potentials 
for q (one or several) Maxwell-type fields of the form 

Fp.vx=2iJ[p.AvJx (2.3) 

(using square brackets to denote antisymmetrization, and 
ap' to denote partial differentiation with respect to #), the 
corresponding Lagrangian densities having the standard 
(respectively, Einstein-Hilbert and Maxwellian type) forms 

.Y geom = ( - 110 1I/161TG)R (2.4) 

and 

.Yvect = ( -110 1I/161TG) GxyFp.v XFp.vY, (2.5) 

where I ° I denotes the determinant of the obligatorily nonsin
gular (m X m) frame matrix 0 p. a so that its modulus II ° II is 
just the naturally associated measure density, and where R 
in (2.4) denotes the corresponding Ricci scalar as deter
mined by the metric gp.v' which is of course also used in the 
standard way for the index raising involved in (2.5), while, 
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finally, G is just Newton's constant and the coupling matrix 
GXY might either be fixed or else might depend on indepen
dent matter fields. The behavior of any such (e.g., scalar or 
perfect fluid type) matter fields as may be present will be 
governed by the remaining Lagrangian contribution .Y matt 

whose detailed form will not concern us here except insofar 
as it determines the relevant source current and energy-mo
mentum densities, with components /" xp. and Yap. defined 
by 

/" xp. = lJ.Y matt/lJAp. x 

and 

(2.6) 

Yap. = lJ.Y matt/lJOp. a. (2.7) 

If the matter is bosonic so that the frame forms enter only in 
the metric combination (2.2), the latter will be replaceable 
by 

(2.8) 

(The more traditional forms of the energy momentum ten
sor Tp.v and current vectorsjxp. associated with the matter 
will be obtainable if required as Tp.v = 110 11-Yp.v and 
j xp. = II 0 II-I/" xp..) The Lagrangian density .Y matt may in
clude a contribution governing the coupling parameters Gxy 

as independent fields, or alternatively by the Gxy may have 
the status of a fixed background as in the standard Einstein
Maxwell theory which is obtained by taking q = 1 with the 
single coupling element having the constant value 
G m + I,m + I = G (where G is Newton's constant and m = 4 
in ordinary space-time). 

Membership of the class of theoretical models set up in 
the preceding paragraph is characterized (except in the par
ticular two-dimensional case which needs a slightly modi
fied special treatment as described below) of being preserv
able, in the manner to be described in the next section, under 
the effect of dimensional reduction onto the quotient space 
defined with respect to the action of any continuous symme
try group actions that might be manifested by the ignorabi
lity of a suitably chosen subset of say p independent 
coordinates, x', r = n + 1 , ... ,m where n = m - p. This ("re
ducibility") property has been well known since its early 
exploitation (in the construction of higher-dimensional the
ories) by Kaluza II and Klein 12 and has more recently been 
shown by DeWitt,13 Kerner,14 Cho, IS and othersl 6-18 to be 
generalized to dimensional reduction with respect to non
commuting symmetry group actions (i.e., ones that cannot 
be made manifest by any choice of simultaneously ignorable 
coordinates) by allowing the Maxwellian type offield con
sidered here to be generalized to the wider class of Yang
Mills type fields for non-Abelian groups. Many of the ideas 
in the present paper could also be extended to apply to the 
non-Abelian case, but to avoid distraction from the essential 
points we shall restrict our attention in the present work to 
the technically simpler commuting case, which is more than 
sufficient to cover all the applications8

,9 referred to in the 
Introduction, namely stationary black holes in Einstein
Maxwell theory in which the base (quotient) space dimen
sion is n = 3 or (in the stationary axisymmetric case) n = 2, 
and the total dimension is m = 4 or (in the Kaluza-Klein 
treatment) m = 5. 
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For our present purposes (and indeed for many others) 
the actual evaluation of the curvature is most conveniently 
carried out by the Cartan method, as based on the use of the 
frame connection of one-forms with mixed components 
rl' Cip , as defined by the condition that the frame-covariant 
derivative of the frame forms should vanish, i.e., 

VI' Op Ci + rl' CiyO/ (2.9) 

together with the antisymmetry condition 

rl'«ijJ) = 0 (2.10) 

(using parentheses for symmetrization) ensuring the van
ishing of the gauge covariant derivative of the matrix g(ijJ 
used for lowering of the frame indices (which are systemati
cally distinguished from coordinate indices by the use of a 
hat). Using Cartan's trick of antisymmetrizing so as to be 
able to replace covariant differentiation (with respect to the 
metricgl'v) by simple partial differentiation, we use (2.9) to 
evaluate the exterior derivatives SCi = a 1\ 0 Ci of the frame - -
forms, with components given by 

SI'P = WII' Op lCi, (2.11) 

thereby obtaining the relation ~ ci = - t p 1\ f! P, or in com
ponent notation 

201/"rp lCiy = SI'P ci (2.12) 

which may be solved conjointly with (2.10) to give the con
nection components explicitly in the form 

rCiPy = ! (S(ijJy + Sy(ijJ - Spyci ), (2.13) 

where contractions with 0,.. ci or with the corresponding con
travariant frame matrix 0cil' as defined by 

O~I'O Y = ~i (2.14) a I' a 

are used for conversion from coordinate to frame indices and 
vice versa. 

Starting from the standard Cartan expression 

(2.15) 

for the mixed components of the Rieman tensor, one sees 
that its Ricci contraction 

R = RI'I', Rl'v = Rp,..P v (2.16) 

will have the convenient tensorial expression 

R = yl'vPrvPI' + r/I'rvvl' - 2Vl'r/l', (2.17) 

where the final divergence term may of course be ignored 
insofar as the application of the variational principle to (2.4) 
is concerned. 

III. FORMULATION OF THE REDUCTION 

We now consider the situation in which all the fields 
under consideration are invariant under the action of a set of 
let us say p (Killing) vector fields kr, with components krl', 
that mutually commute so that by introducing comoving 
coordinates Xi for i = 1, ... ,n, with n = m - p it is possible to 
choose the remaining coordinates xr, r = n + 1, ... ,m. so as to 
be simultaneously ignorable, i.e., so that we have 

ar=o (r=n+l, ... ,m) (3.1) 

for any ofthe fields under consideration (which means that 
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the Killing vector fields may be taken to be specified by 
krl' = lY:). 

Under these circumstances the original m-dimensional 
space, JI say, can be conveniently envisaged as a bundle 
with p-dimensional fibers over an n-dimensional quotient 
(base) space, b JI say, with corresponding induced coordi
natesxi (i = 1, ... ,n), and the system can be reformulated in a 
natural way in terms of "reduced" fields over the base space, 
which we shall systematically distinguish from their higher
dimensional analogs by prefixing the musical symbol I> • This 
notation will be part of a systematic scheme in which the 
prefix II is reserved for corresponding "augmented" field 
quantities in a higher-dimensional Kaluza-Klein type ex
tended manifold to be described in Sec. V, while the prefix ~ 
will be used to distinguish the natural vertical (p-dimension
al fiber) restrictions of fields from their full (m-dimension
all analogs. 

A very convenient recent description of the appropriate 
dimensional reduction formalism has been given by Scherk 
and Schwarz. 19 One starts by choosing the frame vectors 0ci 

with components 0cil' (given in accordance with the usual 
convention by the matrix inverse to the corresponding one
form component matrix 01' ci) in such a way as to simplify the 
structure as much as possible by taking the last p of them to 
lie in the tangent subspace spanned by the Killing vectors k r , 

which means that we shall have 

0,/ = 0 (i = 1, ... ,n; m = n + 1, .... m). (3.2) 

It then follows that the corresponding one-forms 0 ci will be 
characterized by -

0ra=O (a=I, ... ,n; r=n+l, ... ,m), (3.3) 

where we adopt a convention of using early Roman letters 
(a,b.c,d for frame indices and h,i,j,k for base-space coordi
nate indices) running over the base range, 1, ... ,n, and to use 
late Roman letters [m,n,p,q for frame indices and r,s,t.u for 
fiber (ignorable) coordinate indices] running over the com
plementary range n + 1 .... ,m. In order for the reduction to 
be nonsingular, one must exclude the possibility of the sur
faces of transitivity of the symmetry action (i.e .• the fibers) 
being null, which is equivalent to the requirement that the p
dimensional determinant. I ~ 0 I say, of the purely vertical. 
i.e., fiber restricted part Or it; of the frame matrix be every
where nonzero in the space region under consideration. Un
der these circumstances the (p Xp) components of the "nat
ural." (i.e., fiber restricted) inverse of the fiber frame with 
components 0 in will coincide with the corresponding com
ponents ofthe full (m X m) frame, i.e .• we shall have 

(3.4) 

It now follows that we may introduce a set of p base
space one-forms« (collectively interpretable as a single fi
ber vector valued one-form) with mixed components a; by 
the defining condition that after the imposition of (3.2) and 
(3.3) the remaining cross components (between fiber and 
base) of the frame one-forms should be expressible in the 
form 

(3.5) 
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and hence that the remaining cross components of the in
verse frame vectors should be given by 

()a' = - 2()/a/. (3.6) 

After the specification of the fiber components (), m (which 
may be considered as a set of p2 base-space scalars) and of 
the components a/ (which may be considered as represent
ing a set of p base space one-forms a:-) the specification of the 
full m-dimensional frame ()p a may be completed by the spe
cification of a base frame ~()i a (which may be considered as 
representing a further set of n base space one-forms ~()a) 
which determine the corresponding components of the full 
m-dimensional frame by an expression of the form 

()i a = u ~()ia, 

or equivalently 

(3.7) 

()a i = u- 1 ~()a i, (3.8) 

where u is a conformal scalar field whose choice will not be 
specified until later on. 

Having thus expressed the frame forms ~ a in terms of 
corresponding base space scalars and one-forms, we now do 
the same for the field one-forms A x, defining base-space sca
lar potentials ~ and base-space -one-forms ~ ~ x by 

A/ = ~A f + 2a/~,x, 
A,x = ~,x, 

(3.9) 

(3.10) 

which are equivalent to 

Aax = u- 1 ~Aax, Am x = ()m'~,x. (3.11 ) 

The foregoing reduction implies that, in terms of the 
base-space metric 

~ _ ~() m ~() II gij -gmll i j' (3.12) 

the full m-dimensional metric will be expressible by 

g dx'" dxv = ~ ~g .. dxi dx j 
~v 'J 

+ grs (dx' + 2a/ dxi) (dx' + 2a/ dJd), 
(3.13) 

while the corresponding expression for the vector fields will 
be 

AI" X dx'" = ~A/ dxi + ~,x(dx' + 2a/ dxi). (3.14) 

To express the full field two-form -E in terms of corre
sponding reduced (base-space) field quantities, we intro
duce base space one-forms and two-forms of, respectively, 
"electric" and "magnetic" type by the definitions 

Ei,x=ai~'x, BijX=~FijX+2wi/~'X, (3.15) 

where the base-space field two-forms ~F are defined as the 
exterior products 

~Fi/ = 2 a[i~Aj]x (3.16) 

and the geometric "twist" two-forms CI)' are defined analo
gously as the exterior products 

( 3.17) 

In terms of the quantities introduced in this way, the frame 
components of the field two-forms will be given simply by 

Fabx=u-2Babx, FmaX=u-lEmax, Fmllx=O. 
(3.18) 
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The analogous expressions for the frame components of 
the connection (which we need in order to evaluate the Ricci 
scalar) can also be obtained [from (2.11) and (2.13)] in 
terms of the same base-space quantities that have just been 
introduced above, in the form 

Yabe = u- 1 ~Yabe + 2u-2ga[b ~()cli aiu, 

Yabm = Ymha = U-
2()m,Wab" 

- 1 ~() i() 'a () Yamn = u a [ml i Inl" 

Ymha =!u-l()m'()FiS~()aiaigrs' Ymilp =0, 

(3.19) 

from which it can be seen that the contraction appearing in 
the expression for the Ricci scalar will be given by 

y/a = u-1Py/a + ~Va In(o'' -lll~() II)}, y/m = O. 
(3.20) 

Since we can express the full m-dimensional volume
measure density, II() II = IIg1l 1/2

, in terms of the separate (n
dimensional) base-space (p-dimensional) fiber-space mea
sures, respectively II~ () II = II~ gil 1/2 and II ~ () II = II~ gil 1/2, in 
the form 

(3.21 ) 

it can be seen that it will be convenient to introduce the 
abbreviation 

(3.22) 

in order to obtain a simple expression relating the measure
weighted Ricci density, II() IIR for the full m-dimensional 
space to the corresponding reduced measure-weighted Ricci 
density, II ~() II ~ R for the n-dimensional base space. Transfer
ring an unwanted divergence term to the left-hand side, one 
obtains the basic general purpose formula 

II() IIR + 211~() lI~vJp ~Viln(pu)} 
=pll~()II~R + 1I~()IWViP)~Viln(p~) 

+ plI~() 1I{(2 - n) (~Vi In u)~Vlln u 

+ !(~Vigrs )~Vi ~g" + u-2grs wt/wijs}, (3.23 ) 

the corresponding formula for the generalized Maxwell con
tribution being 

II() IIGxyFpv XFPvY 

= plI~() IIGxy (u- 2Bi/B ijY + 2 ~g"E~E!Y), (3.24) 

where in accordance with the notation system introduced at 
the beginning of this section, ~g" denotes the components of 
the inverse of the induced metric on the fibers, i.e., the natu
ral matrix inverse of grs' which is not to be confused with the 
corresponding components of the full inverse metric g"'v to 
which it can be seen [by (3.4) and (3.6)] to be related by 

g" = ~g" + 4u-2 ~ija/a/. (3.25) 

In the case where the base-space dimension n is only 2, 
we shall have a special situation, 

(3.26) 

Under these conditions the standard way of choosing the as 
yet unspecified conformal factor u is to exploit the possibility 
of conformally adjusting the two-dimensional Ricci curva
ture to zero, 
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"R = 0, (3.27) 

thereby eliminating the "geometric" contribution, so that 
the preceding expression (3.23) simplifies to 

110 IIR + 11"0 II "Vi{P "Vi ln(p2iT)} 

= 11"0 II ("ViP) "Vi In (piT) + pll"O II 

X {I "Vigrs "Vi ~g'S + U-2grs{J)i/{J)i jS}. (3.28) 

We shall mainly be concerned here with the general 
case, with base-space dimension n>3, for which the geomet
ric curvature cannot be conformally eliminated, but for 
which one can instead convert its contribution to the stan
dardEinstein-Hilbertform 11"0 II"R by using the conformal 
freedom to setp to unity, i.e., instead of (3.27) one chooses 

p= 1, (3.29) 

which means that instead of (3.26) we shall have an explicit 
expression, namely, 

(3.30) 

by which the fiber measure density II ~O II determines the con
formal factor u. With this choice, (3.23) simplifies, for n>3, 
to 

110 IIR + 211"0 II "Vi "Vi In u 

= 11"0 II"R + 11"0 1I{(2 - n)("Vi In u) "Vi In u 

+ l("Vigrs )"Vi ~g's + iTgrs{J)ijr{J)ijs}, (3.31) 

while for (3.24) we obtain 

110 II GXYPI'V XpI'vY = 11"0 IIGxyu-2("Pi/ + 2et>rx{J)i/) 

X ("PijY + 2et>s Y{J)ijs) + 211"0 IIGxy 

x~grs("Viet>rx)"Viet>s Y, (3.32) 

where we expanded the expressions for the Bij x and the Eir X 

in order to make it apparent that apart from a number of 
contributions of "harmonic" type, involving the base-space 
scalars grs and et> r x, we have recovered action contributions 
of the same form as we started with. 

IV. THE REDUCED ACTION 

The upshot of the preceding section is that, in the pres
ence of the postulated Abelian invariance group, the vari
ation problem set up in Sec. II can be replaced by an equiva
lent formulation in which the original set of m frame 
one-forms 0 a and q field one-forms A x are replaced as inde
pendent variables by a (smaller) set of n ( = m - p) base
space frame one-forms 0 a and a (larger) set of (q + p) field 
one-forms consisting of the q base-space one-forms "~ x to
gether with the p base-space one-forms a..r• The p(m + q) 
degrees of freedom lost in the reduction of the dimension of 
these (altogether (m + q) one-forms from m to n are partly 
made up by the appearance of ! p ( 1 + p + 2q) additional 
variables, which we shall denote collectively by et>., intro
ducing composite index variables, +, • running over! p ( 1 
+ P + 2q) values representing and the pq components et> r x 
and the~p(p + 1) distinct components g,.. , which have been 
demoted to the status of scalars (their contribution being 
transferred to the "matter" part of the Lagrangian) in the 
reduced formulation. [As an evocative illustration, in the 
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case p = 2, q = 5, with the matrix grs having components 
( ~ ~) one could choose the first ten values of et>. by using 
the general purpose counting system that for 1 <+<pq speci
fies <t>P(x - m) + r - n - 1 = et> r x, and then choose the remaining 
new scalar variables, i.e., the 11th, 12th, and 13th, to be 
et>11 = J, et>12 = Q, et>13 = K, this being itself an appli
cation of a general purpose counting system that, 
for pq + 1 <+<pq + !p(p + 1) and s>r specifies 
et>(1/2)(r - n - 1)(2p + n - r) + s - n + pq = grs'] In this reformulat-

ed scheme the other lost geometric and "vectorial" degrees 
offreedom, accountable as !p(m + p - 1) degrees of fiber
frame rotation freedom, have been eliminated altogether. 
For the total Lagrangian density we shall have an equiv
alence relation (modulo additive divergence contributions) 
of the form 

(4.1 ) 

where the new Lagrangian density"!£' that is to be used in 
the reduced formulation will be expressible by a decomposi
tion analogous to that of the original presentation (2.1) in 
the form 

" !£' = " !£' geom + " !£' veet + " !£' matt' (4.2) 

in which the new vectorial and also, at least for n>3, the new 
geometric reduced contributions are of the same formal type 
as their original versions, while the remaining "material" 
contribution differs from its original version only by a term 
of purely harmonic type, meaning a contraction with respect 
to the base metric of a homogeneous quadratic in the gradi
ents of the scalars, i.e., 

" !£' matt = !£' matt - !II"O II [§ .. "Viet>· "Viet>-, (4.3) 

where for n>3 the components of the composite matrix 
[§ .. may, if required, be read out from the explicit expan
sion 

[§ "V.et>. "Viet>- = GXY ~".rS("V.et> x) "Viet> Y 
.. I 41TGI5 Ir s 

1 (~grs ~gtu ~ ~ u) 
- 321TG n - 2 + grt g' 

X ("Vigrs ) "Vigtu ' (4.4) 

Thus (still subject to the proviso that n > 3) the new 
(reduced) geometrical contribution will again take the stan
dard Einstein-Hilbert form, i.e., we shall have 

(4.5) 

while the new (reduced) vectorial contribution, which is the 
principle subject of interest in the present discussion, will 
again (not only for n>3 but even for n = 2) take a general
ized Maxwellian form of the kind we started out with, i.e., we 
shall have 

"!£' veet = ( - 11"0 11/161TG)"Gqrr "Pi/' "pij'{", (4.6) 

in which we have introduced late Greek capital indices 
'11, Y with values ranging over the p + q values 
(n + 1, ... ,m,m + 1, ... ,m + q) covered jointly by the fiber
coordinate indices r, s and by the original field indices X, Y, 
and where definition of the fields" pqJ and the corresponding 
potential covectors "~qJ has bee;' extrapolated naturally 
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from the original range (m + 1, ... ,m + q) to the extended 
range (n + 1, ... ,m,m + 1, ... ,m + q) of index values by de
fining the extra field variables to be 

(4.7) 

which by (3.17) [and of course (3.16)] is consistent with 
the basic exterior differentiation formula 

~Fijljl=2a[/Aj]IjI. (4.8) 

For the general case, n;;;.3, the values of the extended 
(p + q) X (p + q) matrix of reduced coupling constants 
~Gljly may be read out explicitly from (3.31) as 

~GXY = (1'-2GXY' ~Gxr = ~Grx = 2(1'-2Gxyet>r Y, 

~ -2 X Y (4.9) 
Grs = (1' (grs + 4GXy et>r et>s ). 

[In the special case n = 2 the preceding formulas (4.9) 
would be modified only by the inclusion of an overall multi
plicative factor p, but although (4.3) would be preserved, 
there would be a more substantial modification to (4.4) 
whose analog is obtainable from (3.28), while (4.5) would 
be subject to radical qualitative change since the Einstein
Hilbert contribution would be replaced simply by zero. ] 

In the reduced formulation that has just been construct
ed, reduced current and geometric source quantities may be 
naturally defined by 

and 

~ Y/ = {j~ .!!' matt/{j~ei li, 
the latter being equivalent in the bosonic case to 

~ yij = 2({j~ .!!' matt/{j~gij)' 

(4.10) 

(4.11 ) 

( 4.12) 

These reduced current and geometric source can be evaluat
ed explicitly in terms of the original (m-dimensional) cur
rent and geometric source quantities [as defined by (2.6) 
and (2.7) or (2.8)] as 

~ ,r i = 2(Y i + ,r iet> x) ~,r i = ,r i 
t/r r C/X r' C/X c/X, (4.13 ) 

and 

(4.14 ) 

v. THE DIMENSIONAL AUGMENTATION (KALUZA
KLEIN) PROCEDURE 

Having seen how the foregoing (Abelian) dimensional 
reduction scheme converts geometric (Einstein gravitation
al type) degrees of freedom to new (Maxwellian type) vec
torial degrees of freedom, one is evidently able to proceed in 
the converse (Kaluza-Klein) sense whereby the vectorial 
degrees of freedom are converted to geometric degrees of 
freedom in a higher-dimensional bundle, IIJ/ say, whose to
tal dimension will be m + q where we recall that m was the 
dimension of the (physical) space that we started out with in 
Sec. II, and that q was the original number of Maxwellian
type vector fields A x which we now wish to absorb into the 
higher-dimensional geometry. This augmented manifold 
IIJ/ may be described (locally) in terms of new ignorable 
coordinates ;xX for X = m + l, ... ,m + q in addition to the 
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original coordinates.xl' for Jl = 1, .. . ,m that were set up on J/ 
so that insofar as action on the relevant physical fields is 
concerned we shall have 

ax=o (X=m+1, ... ,m+q). (5.1 ) 

In order to set up the dimensionally augmented system, we 
shall need to introduce a new conformal factor 11(1' defined 
analogously to our previous conformal factor (1'. The appro
priate metric on the artificially constructed (m + q)-dimen
sional bundle IIJ/ will have components which we shall de
note by "Kr /' where we introduce script indices oF, ,/ 
running over the whole range 1, ... ,m + q, and which will 
evidently have to be given by a prescription of the form 

IIgpv = "u2(gpv + 4GxyAp xAv y), (5.2) 
IIgpx = 2"u2GxyAp y, IIgXY = IIu2Gxy . 

The applicability of this Kaluza-Klein ansatz does not of 
course depend on the existence of the invariance group and 
the associated dimensional reduction that was described in 
Secs. III and IV, but when the latter is present the prescrip
tion (5.2) can be expressed in terms of the corresponding 
reduced quantities in the equivalent alternative form 

"gij = 1Iu2u2(~gij + 4~GIjIY ~Ailjl ~A/), (5.3) 

IIg,,,, = 2"u2u2 ~GIjIY ~ Ai Y, IIgljIy = "u2u2 ~GIjIy' 

The appropriate value for the conformal factor will be given 
in terms of the determinant I G I of the q X q coupling matrix 
Gxy by the relation 

11(1'-2 = IIG 111/(d-2), (5.4) 

where 

d=m+q=n+p+q 

is the total dimension of the augmented bundle space. 

(5.5) 

For the Lagrangian density we shall then have an equiv
alence relation (modulo a divergence) of the form 

.!!' ~II.!!', (5.6) 

where the higher (m + q) -dimensional version ".!!' is given 
simply by 

".!!' = II .!!' geom + ".!!' matt> ( 5.7 ) 

the vector part having disappeared, where the geometric 
part has the usual Einstein-Hilbert form, 

(5.8) 

in terms of the (m + q)-dimensional curvature scalar, "R 
and the (m + q)-dimensional measure density, II"e II 
= lI"g IlI/2. 

There is, however, a feature of this construction which is 
for many purposes undesirable, which is that for the matter 
contribution ".!!' matt there will be ad-dimensionally nonco
variant adjustment term of the form 

".!!' - .!!' = lillie II Y ("V 1<1>0)"V"'"et>0 matt matt 2 00'" 
(5.9) 

in which there are ~ q(q + 1) new field quantities, which 
have been denoted collectively by "et>0 which from an 
(m + q)-dimensional point of view are not scalars but ten-
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sor components with respect to a privileged fibration, name
ly the independent metric components IIgxy. Its explicit form 
is 

[§ 00 (tv oF 1I<I>°)tvoF 11<1>0 = { ~lIgXY ~lIgWZ + ~lIgXW ~lIgYZ} 
m-2 

X (tv oF IIg;~~;oF IIgwz , 

(5.10) 

where, in accordance with the convention introduced in Sec. 
III, the prefixed "natural" symbol indicates that the ~lIgXY 
are the components of the natural inverse of the submatrix 
IIgXY as distinct from the submatrix components IIgXY of the 
full matrix inverse IIgf /" ofllgoF /". When the Kaluza-Klein 
ansatz is used as a guide to the construction of new theories 
(rather than as a mathematically useful reformulation of 
existing theories, which is the point of view corresponding to 
the spirit of the present work) one normally imposes the 
requirement that II.!£' matt be d-dimensionally covariant, 
which means that the offending contribution on the right of 
(5.9) must be canceled out from II.!£' matt by a corresponding 
term in .!£' matt. In this case the extra contribution will tum 
up in the form 

.!£' matt - II.!£' matt = - (II (I 11/2) [§ 00 ( VI' 11<1>0) VI' 11<1>0 
(5.11) 

as a well behaved scalar contribution in the lower-dimen
sional formulation, being given explicitly in satisfactorily m
dimensionally covariant form by 

[§ 00 ( VI' 11<1>0) VI' 11<1>0 

= {3(m - 2)G
XY

G wz + GxwG yz} 
4(m - 1)2 

(VI'Gxy)VI'Gwz 
X 161TG ' 

( 5.12) 

where the G XY are the components of the inverse of the cou
pling matrix GXY ' The contribution (5.11 ) will thus be inter
pretable as representing an effective action for the coupling 
parameters as dynamic scalar fields. However, in the alter
native approach exemplified by standard Einstein-Maxwell 
theory, in which one wishes to have the GXY as fixed con
stants, it is the apparent dynamic contribution on the right
hand side of (5.11) that must be supposed to be canceled by a 
corresponding counterterm in II.!£' matt' whose covariance in 
d dimensions will then be destroyed by the effective presence 
of the term given on the right-hand side of (5.9). 

Insomuch as the present general investigation is essen
tially concerned not with the scalar contributions but rather 
with the vectorial contributions, the results to be obtained 
will be valid for both the Kaluza-Klein type and the "pure" 
(scalar-free) Einstein-Maxwell type theories, since the ef
fect of the distinction on the source contributions is trivial. 
More specifically, the inclusion of the extra Kaluza-Klein 
type scalar field contribution (5.12) will in no way alter the 
sources (4.13) for the base-space projected vector fields. To 
see this one may start by remarking that it is immediately 
obvious that the primary source current is quite unaffected 
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by the change from.!£' to II.!£', i.e., one has 

[)II.!£' matt / lJA I' x = / xl' (5.13) 

with the current density / xl' as before, while for the energy 
momentum we shall have 

(5.14) 

where the new tensor density lIyllP, as so defined, differs 
from the original material energy contribution yJLP only by a 
term whose mixed (covariant and contravariant) coordi
nate version, which is the one that concerns us directly as a 
source contribution, will be expressible directly in the form 

(5.15) 

It is therefore immediately apparent that when the covariant 
index p lies in the ignorable range (r = n + 1, ... ,m) the 
manifest stationarity condition (3.1) as applied to the sca
lars 11<1>0 (i.e., the GXY ) implies that the distinction will dis
appear, i.e., for these coordinate values we shall have 

(5.16) 

which effectively completes the demonstration of the point 
we wish to make, namely that the effective presence or ab
sence of a Kaluza-Klein type scalar contribution of the form 
(5.11) will not only be irrelevant for the primary source 
currents, as defined by (2.6) and given by (5.13), but that it 
will also be irrelevant for the reduced source currents as de
fined by (4.10) and given by (4.13) 

VI. THE COMOVEMENT CONDITION AND THE DUAL 
TRIVECTOR FORMULATION 

After these preliminary generalities, we now concen
trate our attention on the particular class of situations with 
which we shall be concerned throughout the remainder of 
the present work, namely those for which the sources includ
ed in .!£' matt are effectively comoving with the generators of 
the symmetry group, in the sense that the surfaces oftransi
tivity of the group contain the directions of the current densi
ties / xl' and that they should be spanned by a subset of 
eigenvectors of the energy momentum density yl'\ which 
means that only components of the form / x', y/, Y/ 
(i,j<on <r,s<on + p = m <X<om + q) should be present, 
i.e., 

//=0, 
Y/ = o. 

(6.1 ) 

(6.2) 

This comovement condition is equivalent by (4.13) to the 
condition that the effective base-space currents ~ / x i and 
~ /,i should vanish, i.e., in the condensed notation scheme 
given by (4.10), 

~/:/=o (6.3) 

for the whole range n < E<m + q. Under these conditions it 
can be seen that the dynamic field equations for the un
knowns ~ Ai:: will be obtainable directly from the action con
tribution (4.6) in the form 

~V ~G ~FijY - 0 j ET -, (6.4) 
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which may be written out more explicitly as the distinct sets 
of equations 

~V (J'-2(g OP' + 2<1> xG B ijY) = 0 j rs r XY , 

~Vj(J'-2GxyB ijY = 0, 

(6.5) 

(6.6) 

for the a/ and the ~ A/, respectively. 
The generalized Maxwell equations (6.4) may as usual 

be interpreted as Poincare type integrability conditions: 
when they are satisfied, i.e., when the comovement require
ment (6.3) holds, then the fields ~ Fij a will not only be deriv
able from the one-form potentials Ai a from which they were 
originally constructed, but, except in the n = 2 case which 
will be left aside for special treatment later on, they will also 
be derivable from a set of base-space trivectors (antisymme
tric third-order contravariant tensors) with the components 
rr a iJk via a set of generalized divergence relations of the 
form 

~G ~Fir( - ~V 'YJ'/ ijk (6.7) aT - k" a , 

or equivalently in the more explicit form 

(J'-2(g,soPS + 2<1>, xGxyB ijY) = ~V k rr/ jk , (6.8) 

(J'-2G-IGXyBijY=~Vk 'I'/jk, (6.9) 

where the full set oftrivectors rr E ijk is considered as a com
bination of the strictly geometric subset rr, ijk as defined by 
(6.8) and the subset of magnetic potential trivectors ~'I' /jk 
as defined by (6.9), the specification of the full set in the 
condensed expression (6.7) being completed by setting 

rrx
ijk = G ~'I'/jk. (6.10) 

The preceding relations may be solved in the form 

~FijT=~GaT~VkrrTijk, (6.11) 

with the usual convention that the ~G aT denote the compo
nents ofthe matrix inverse to the ~GaT' which gives the ex
plicit expressions 

~FijX = ~{G(GXY + 4 ~grs<l>,x<l>s Y)~Vk ~'I'/jk 

- 2<1>, x ~grs ~V k rr/jk}. 

( 6.12) 

(6.13 ) 

Under the circumstances that have just been described 
we may carry out a transformation that generalizes the one 
of the type introduced by Geroch20 in the n = 3 case (which 
was itself an analog of the transformation introduced by 
Emse l in the exceptional n = 2 case that we have had to 
leave aside for the time being) so as to replace the original 
formulation of the system by an equivalent dual reformula
tion in which the original independent one-form variables 
~A/ (i.e., the a/ and the ~A/) are replaced by the dual 
three-vector variables rra ijk (i.e., the rr/jk and the 
~'I'xijk), which can be done for any base-space dimension 
n > 2, but which is of course particularly advantageous in the 
n = 3 case for which the three-vectors will be algebraically 
dual to scalars, so that the reformulation will effectively re
duce the original (linear) vector system to a scalar system of 
(linear) harmonic type. 

The duality transformation of the system can be carried 
through directly at the level ofthe Lagrangian (4.6) [with-
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out explicitly invoking the field equations (6.4)] by pro
ceeding in two steps (in the manner used by Breitenlohner, 
Maison, and Gibbons1o in the three-dimensional case) of 
which the first consists of replacing the original potentials 
~A/ by the corresponding fields ~Fi/ as independent vari
ables, using corresponding Lagrange mUltipliers to enforce 
the required integrability conditions 

a[i ~Fjk Ja = 0 (6.14) 

for the existence of the former. The possibility of doing this is 
of course entirely dependent on the comovement postulate 
(6.3) which by (4.10) ensures that the ~A/ do not appear 
anywhere in ~ .5t' except in the combination ~ Fij a. The equiv
alent modified Lagrangian contribution 

~ .5t" vee! ~ ~ .5t'vee! - (II ~B 1I/81TG) rr a ijka[i ~ Fjk J a (6.15) 

will automatically give equations of the form 

~ i "k G ,,~U' /"~F a) vkrra J = - 817' (u...z. vee! U ij (6.16) 

from which it can be seen that the Lagrange multipliers 
rr a ijk may be identified with the trivector potentials intro
duced in (6.7). It is to be remarked that in order to satisfy 
the requirements of the variational principle it is not suffi
cient merely to ensure that the fields ~ Fij a are compatible 
just with the local existence of the ~ Ai a which is all that the 
basic Poincare lemma provides from (6.14): it is necessary 
to ensure that for any variation 8 ~ F;j a with support con
fined to a small neighborhood it will be possible to choose a 
gauge such that the corresponding variation 8 ~ A i a also has 
support confined to a small surrounding neighborhood. The 
gauge adjustment that may be needed to ensure that 8 ~ Ai a 
vanishes in an outer shell surrounding the original neighbor
hood will always be possible if the shell is simply connected, 
and for n;;;o3 the well known simple connectivity property of 
spheres takes care of this. However, this would not work in 
the case n = 2, which has already been provisionally ex
cluded, since in this case the surrounding shell becomes a 
ring, so that the required locally supported variation 8 ~ Ai a 
will not in general exist, even though in this n = 2 case the 
local integrability condition (6.14) will always hold as a tri
vial identity. 

To complete the duality formulation as described, 
which for the foregoing reason is possible only for base-space 
dimension n;;;o3, one now reduces the number of degrees of 
freedom (which have temporarily been augmented by the 
introduction of the rr a ijk) by restraining the variables to 
satisfy the field equations (6.16) in advance of the variation, 
which means that the ~ Fij a revert to their original status of 
secondary (derived) quantities, being now considered as de
fined by the solution (6.11) of (6.16). It is convenient at this 
stage also to fix the additive divergence ambiguity in the 
equivalence relation (6.15) so as to obtain a Lagrangian den
sity contribution involving only first-order derivatives of the 
independent fields, which gives 

~ .5t" = ~ .5t' + (II~B 11/817'G)~ Fjk a ~Vi rr a ijk , (6.17) 

where the ~ Fij a are now considered to be defined by (6.11). 
Algebraically the effect of this is simply to reverse the sign of 
the vectorial contribution: one obtains a total Lagrangian 
~.5t" in the form 
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I> UJI _ I> UJ + I> ~1?1 + I> UJ 
oZ - oZ geom oZ veet oL matt' (6.18 ) 

which differs from (4.2) only in that we have 

I> .!£' I veet = - I> .!£' veet . ( 6.19) 

For variational purposes the explicit form of the new vector
ial contribution in the dual reformulation will be 

I>.!£' veet = (111)0 11/161TG) I>G:::Y (I>V k Jr::: ijk) I>V h Jr Yi/ 
(6.20) 

or in more detail 

I> .!£' veet = (111)01102 /161T){GG XY(I>V k 1>'1' xijk) I>V h 1>'1' Yi/ 

+ G -1 ~gTS(PV k Jr/jk - 2Gct>, x PV k 1>'1' X ijk) 

(6.21 ) 

While, as we have seen, it can be done for any base space 
dimension n>2, this dual reformulation is most obviously 
advantageous in the lowest allowed base dimension, namely 
n = 3, for which we may simply write 

(6.22) 

where I>€ijk is the three-dimensional alternating tensor deter
mined by the three-dimensional base metric Pgij> and where 
the * Jr, and the *'1' x are the simple base-space scalars, so 
that the preceding expression can then be reduced to the 
(linear) purely harmonic scalar form 

• .!£" veet = (11.01102 /81T){GG XY (·V k *'1' x) ·Vk *'1' Y 

+ G -1 ~g'S(PV k * Jr, - 2ct>, X'V k *'I'X) 

X (I>Vk * Jrs - 2ct>s nVk *'I'y )}. (6.23) 

Although the n = 2 case that we have left aside until 
now does not have a differentially dual reformulation of the 
kind just described, it can also be simplified by a reformula
tion in terms of a set of scalars, namely the quantities *m' and 
*I>F X

, or collectively in condensed notation *m:::, as defined 
by the purely algebraic duality transformations 

*/.,::: - ll>.,..ij I>F ::: _.V *a'E 
LV - 2 t: ij - i , (6.24) 

where the two-dimensional contravariant vector potentials 
are defined by 

*ai::: = l>~jI>A.:::. (6.25) 
J 

Thus in this special (two-dimensional base) case one obtains 

.!£' veet = ( - II 1>0 1I/81TG) ·G:::y *m::: *m Y, (6.26) 

which implies 

{j I> .!£'vect/{j *ai
::: = (111)0 1I/41TG) I>Vi *·G:::y *my (6.27) 

so the corresponding field equations will be expressible on 
first integrated form as 

*m::: = ·G:::YCy , (6.28) 

where the Cy are a set of arbitrary constants of integration. 

VII. GLOBAL CONDITIONS FOR ORTHOGONAL 
TRANSITIVITY 

The remarks at the end of the preceding section lead in 
naturally to the main purpose of the present work, which is 
the investigation of the circumstances under which the 
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group action under consideration (as introduced in Sec. III) 
may be expected to be orthogonally transitive in the sense4 

that there exist families of (complementary, i.e., n-dimen
sional) surfaces orthogonal to the surfaces of transitivity 
over which the group acts, both in the original [(m = n 
+ p) -dimensional] space with metric giJP' and in a stronger 

sense of the term, in the [(d = m + q)-dimensional] aug-
mented bundle space with metric -gIJ' Orthogonal transitiv
ity, which we may refer to unambiguously in the present 
context just as "orthogonality," is thus equivalent to remov
ability of the quantities ai' (by coordinate transformations) 
and also, when interpreted in the stronger sense, removabil
ity of the quantities P A / (by gauge transformations), for 
which necessary conditions, which are also locally-and in a 
simply connected region also globally-sufficient are the re
quirements that the corresponding exterior derivatives 
should vanish, so that for orthogonality in the weak (purely 
geometric) sense we should have 

(7.1) 

while for orthogonality in the strong sense we should also 
have 

(7.2) 

which by (3.15) is equivalent subject to (7.1) to the vanish
ing of the generalized magnetic type field contribution Bij x. 

Since the field equations for the a/ and the PA/ are 
obtainable from (4.6) and (4.10) in the combined form 

(7.3) 

one sees that the comoving source conditions (6.3), i.e., 

Pf/=O, 

PllOi-O if x - , 

(7.4) 

(7.5) 

are automatic consequences of the respective orthogonality 
conditions (7.1) and (7.2), whose combination is given in 
our condensed notation scheme as 

(7.6) 

Our present purpose is to investigate the circumstances un
der which these comovement conditions, (7.4) and (7.5) in 
combination, as expressed together in condensed notation by 
the comovement condition (6.3) postulated at the outset of 
the preceding section, should not merely be locally necessary 
but also globally sufficient to guarantee the strong orthogon
ality property (7.6). 

Before moving to the general case with base dimension 
n>3, we remark that in the special case with base dimension 
n = 2 it can be seen directly from the work at the end of the 
previous section that (as has been known since the early 
general study by the present author,4 following the demon
stration of the original orthogonal transitivity theorem by 
Papapetrou 3 for the special case of a pure Einstein vacuum in 
a four-dimensional stationary axisymmetric space-time) 
only very weak boundary conditions will be needed for (6.3) 
[i.e., the combination of (7.4) and (7.5)] to ensure the orth
ogonality property (7.6) [i.e., the combination of (7.1) and 
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(7.2)] since all that will be needed is that the boundary con
ditions at some single point should be sufficiently restrictive 
to ensure that the constants of integration Cy introduced in 
(6.28) should vanish. In the typical application to station
ary-axisymmetric astrophysical models, including rotating 
stellar and black-hole equilibrium states, the connected re
gion under investigation will include (and therefore the two
dimensional quotient space will be partially bounded by) an 
axis of rotation symmetry on which4 the relevant fields, (J)i/ 
and ~ Fij x in the present notation scheme, must necessarily 
vanish identically, which is sufficient to ensure the vanishing 
of the relevant constants C, and C x and hence that the re
quired result (7.6) should hold over the entire (connected) 
region provided the comovement condition (6.3) (which in 
this context is interpretable7 as a source flux circularity con
dition) is known to hold throughout. 

For the general case (as first systematically investigated 
here) with base-space dimension n;;;.3, the circumstances 
under which (6.3) [i.e., (7.4) and (7.5)] should be suffi
cient to ensure (7.6) [Le., (7.1) and (7.2)] are much less 
general than for n = 2, but they are nevertheless sufficiently 
extensive to be of widespread practical interest. The proto
type result (the analog of Papapetrou's theorem for the 
n = 2, m = 4 case) is a well known theorem of Lich
nerowicz6 in the purely gravitational n = 3, m = 4 case for 
timelike one-dimensional isometry group trajectories, our 
general comovement condition being interpretable in such a 
context as a staticity condition. The original Lichnerowicz 
theorem required fairly severe boundary conditions involv
ing asymptotic flatness at spatial infinity, and also Euclidean 
spatial (quotient space) topology, but it was later remarked 
by Hawking5 that the latter requirement could be relaxed to 
allow for the presence of a central black hole subject to a 
further staticity restriction on the horizon. The more com
plicated situation arising in the presence of electromagnetic 
effects has been considered on two occasions in summer 
school proceedings by the present author7

,8 (a nontrivial 
sign error in the earlier one having been corrected in the 
latter). The present work shows how these n = 3 examples 
can be considered as special applications of general results 
valid for any base-space dimension n;;;'3. 

The general method on which this work is based is the 
construction of linear combinations of the field equations in 
such a way as to express a positive or negative definite func
tion of the field variables {J)i/ and ~ Fi/ in terms of a diver
gence whose space integral converts to a surface contribu
tion that will be eliminated by the imposition of suitable 
boundary conditions. In order to have as much flexibility as 
possible in seeking an appropriate form for the surface con
tribution, the alternative dual reformulation described in the 
previous section turns out to be particularly useful. Starting 
from the full set of generalized Maxwell type equations 
(6.4), (6.14) that are obtained from the ordinary or dual 
vectorial contributions [( 4.6) or (6.20)] to the Lagrangian, 
the most obviously promising divergence combination, 1: 
say, obtained by contracting the full set of field equations 
with the corresponding (covector or trivector) potentials is 
proportional to the Lagrangian contribution itself, being giv
en by the homogeneous quadratic expressions 
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~ - ~F ::: ~G ~Fij y 
~- ij :::y 

= (~Vk Y::: i/)~G:::y ~Vh Yyijk 

= u-2{ g,s{J)i/{J)i j s + GXyBi/B ij Y}, (7.7) 

which (by the field equations) can be converted into a diver
gence in two essentially different ways expressible by 

1: = 2 ~V, (~A ,::: ~G-~ ~Fij y) = ~Vk (~F..::: Y_ ijk). 
1 J "'. IJ '" 

(7.8) 

It can be seen that the quadratic expressions (7.7) will 
have a positivity or negativity property of the required type 
provided we have separate positivity or negativity properties 
for each of the matrices ~gij (the n X n base metric) and ~G:::y 
[the (p + q) X (p + q) reduced coupling matrix] the latter 
requirement being equivalent [by the defining relation 
( 4. 9) ] to demanding the same positivity or negativity prop
erty for both the physical coupling matrix Gxy and the fiber 
(ignorable coordinate) component metric submatrix g rs' It 
is clear, however, that in an ordinary space-time situation, 
with an indefinite-signature metric gPP' when the base metric 
~gij is positive definite then the fiber metric grs will be able to 
have a definite signature only if it is negative (which in the 
normal Lorentzian case requires p = 1, implying that it will 
only have a single component, gnn say) so that the above 
requirements could only be achieved for a coupling matrix 
Gxy of negative type. In a physical situation of the usual 
kind, for which GXY would be of positive type, the divergence 
relations (7.8) would therefore be unable to provide any 
orthogonal transitivity theorems in ordinary space-time, 
though they could be applied successfully to the situation 
obtained by performing a Wick type (complex) rotation so 
as to make gPP positive definite (Euclidian signature): thus 
we get a class of orthogonal transitivity theorems for ca
loron-type situations with periodic boundary condition in 
the direction of what (before the Wick rotation) had been 
the time direction, subject to suitable asymptotic flatness 
conditions in the other spatial directions. 

Returning our attention to the normal physical situa
tion in an indefinite signature space-time with a positive cou
pling matrix GXY (as defined in terms of the convention that 
we use a positive signature for space as distinguished from 
time), we see that a rather more elaborate alternative to 
(7.7) will be needed to get any orthogonal transitivity 
theorem ofthe kind we are seeking. However the last (most 
detailed) expression on the right-hand side of (7.7) provides 
the clue to a natural way of constructing an alternative diver
gence relation more suitable for this purpose. Instead of just 
contracting all the ~ Fij::: with the divergences of the twist 
potentials Y::: ijk using the same sign throughout, we switch 
the relative sign of the subset of purely geometric origin, 
thereby obtaining a new homogeneous quadratic function i 
of the fields that is given by 

i = ~F. ,x ~GXy ~Fij y - (J), r ~G (J)ij s 
I) IJ rs 

= G2(~Vk ~'I'x i/)~GxnVh ~'I'yijk 

- (~VkY,;/)~Grs~Vhy/jk (7.9) 

and which can also be converted (using the field equations) 
into a divergence in two essentially different ways, which are 
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expressible by 

l:=2~V.{(~Ax~G= -a.nG_)~Fij::::} 
, ) A':' J r:::. 

=~V (G~F.X~qJ ijk_UJ .. r'J/"'"ijk) 
k IJ X IJ r • (7.10) 

We now have a quantity whose expression (7.9) can be 
seen to have a positivity or negativity property of the re
quired kind for a positive definite base metric ~gij provided 
the submatrices ~GXY and ~Grs (or equivalently ~GXY and 
~G rs) have the opposite positive or negative definiteness 
properties. Thus in the usual case where the coupling matrix 
Gxy-and hence also the reduced coupling submatrix 
~Gxy-is positive definite, we need that the submatrix ~Grs 
should be negative definite (these properties being equiva
lent to the condition that the submatrices ~G Xy and ~G rs 
should be, respectively, positive and negative definite). 
More explicitly this means that to obtain a positive definite 
right-hand side for (7.9) subject to the usual requirement 
that the base metric ~gij be itself positive definite with a posi
tive definite coupling matrix GXY it is necessary and suffi
cient to satisfy the negativity condition 

(7.11) 

for arbitrary nonvanishing fiber vector with (ignorable coor
dinate) components; r. 

Having thus ensured the positivity of l: as given by 
(7.9), we shall obtain an orthogonal transitivity theorem of 
the desired type whenever the differential in one or other 
version of the divergence formulas (7.10) vanishes, or at 
least has vanishing surface integral, over the limiting bound
ary surface of the region under consideration. The likelihood 
of being able to obtain such a result is enhanced by the possi
bility of exploiting the gauge dependence of~G rs as defined in 
the terms of the cI> r x by (4.9), which can always be used to 
make it negative definite [in accordance with (7.11) ] local
ly wherever grs is negative definite, but the possibility of 
choosing a gauge that does this globally in the region under 
consideration (Le., from the higher-dimensional Kaluza
Klein point ofview, the possibility of being able to choose a 
bundle section such that the surfaces of transitivity of the 
group action within it are everywhere timelike with respect 
to the induced metric) does not automatically follow, as is 
shown by the counterexample provided by the domains of 
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outer communication of Riessner-Nordstrom black holes 
with charge to mass ratio sufficiently close to the critical 
value.9 
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A simple criterion for the absence of small solutions of nonlinear field equations is proved. The 
key step in the proof consists of the use of energy Sobolev inequalities. Field-theoretic 
implications are shown. 

I. INTRODUCTION 

There is a tendency in the physical literature to look for 
those features of classical field theory (CFT) that corre
spond to certain properties that are expected to be inherent 
in quantum field theory (QFT). The two directions of inten
sive investigation are (i) the global Cauchy problem and 
classical field scattering! (the corresponding problem of the 
existence of S matrix in QFT is nothing more than a postu
late in 3 + 1 Minkowski space); and (ii) the so-called classi
cal color screening in non-Abelian gauge theory,2 which is 
expected to mimic the confinement of quarks (still far from 
being proved in the framework of quantum chromodyna
mics). 

The above list should be, in our opinion, extended to 
include the investigation of perturbative solutions of CFT. 
The incentive to do this comes from the fact that the pertur
bative approach is commonly used in QFT, where its validity 
cannot be checked, for obvious reasons. 

This paper originated from an intention to fill the gap in 
our knowledge about the validity of the perturbation tech
nique in CFT, but it comprises more general results. This 
work presents a simple tool for studying the existence prob
lem of solutions small in a certain Banach norm to nonlinear 
field equations. The main results are contained in Theorems 
1 and 2 (Sec. II). They state that under certain conditions 
(concerning integrability and nonlinearity) small solutions 
of nonlinear field equations in three space dimensions are 
absent. As a consequence we get also the absence of pertur
bative solutions. 

Let us point out the distinguished role of D = 3 space 
dimensions; the above results are true only for D = 3 and 
D> 3. This is due to the fact that our approach relies on the 
use of kinetic energy Sobolev inequalities (see Sec. II below) 
which are known only in D > 3 space dimensions. 

The obtained results are used to solve two outstanding 
problems in classical non-Abelian gauge theories. This is re
ported in Sec. III. We also apply our formalism to the non
linear Klein-Gordon equation, to get the absence of pertur
bative solutions in cases when full solutions are know to 
exist. 

II. MAIN RESULTS 

The main result is the following. 
Theorem 1: Let the equations of motion be 

AI+N(I/I)/=O, (1) 

where I is a multicomponent complex valued field; A is a 
positive operator in the sense that 

(2) 

and N( I) is homogeneous in the I's: IIN(sl) II 
= IsIP- 2I1N(/)II.3 Assume that leLq (R3

) nL6 (R3
), 

leL2(R3); then q = ~(p - 2), p> 2. Then the nonzero solu
tions ofEqs. (1) are absent provided that theLq norm of lis 
sufficiently small. 

Prool: Multiply Eq. (1) by 1+ (the Hermitian conjugate 
of I), integrate over all space R3

, and rewrite it in the form 

(3) 

By the use of (2) and by the definition of the operator norm 
we get the following inequality: 

(4) 

Now we will estimate the rhs of (4) by the use of HOlder 
inequalities: 

fl lN(/)111/12 
d

3x 

«fIlN(/) 11
3/2 d3x)2/3 (f1/16 d3x )216 

<(fIIN(/) 11
3/2 d 3x )2/3 : (f1V/12 d3x y (5) 

The second inequaltiy follows from the Sobolev kinetic ener
gy estimation, which, in three dimensions, takes the form4 

(6) 

Now we employ the homogeneity of N( I) as well as Min
kowski and HOlder inequalities to get 

(fIIN( III) 11 3/2 d 3X )2/3<C'(f1 11 3 (P - 2)/2 d 3X )2/3 

= c'II/II1:- 2
), (7) 

q 

where c' is a constant that depends only on coefficients ap
pearing in N( I). 

Using (7) and (5) to estimate the rhs of (4) we even
tually arrive at 

cfIV/12d3X<C' ~ 11/111.;2 f1V/12d3X; 

thus for 

II lilt; 2 < 3c/4c', 

(8) 

the only possibility is VI = 0, that is,! = ° [since/eLq (R3
)]. 

This concludes our proof. 
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For nonlinear systems a rescaling of fields allows us to 
introduce a parameter into the equations of motion. For in
stance, the rescaling f .... ft -'/(p- 2) inEq. (1) gives equations 
with a "coupling constant" s: 

Af+sN(lfl)f= O. (9) 

Therefore we get the following as a direct conclusion from 
Theorem 1. 

Theorem 2: Let the assumptions concerningf and A be 
as in Theorem 1. Then nonzero solutions of Eqs. (9) are 
absent provided that the constant t, defined by 

t = limsllfll~-2, 
s-o q 

(10) 

is small enough. 
Corollary: Under the conditions of Theorem 2, Eqs.(9) 

have no nontrivial solutions analytic at s = O. 
Proofofthe Corollary: Notice that for perturbative solu

tions t = 0 and use Theorem 2. 
Remark 1: The above results are immediately extended 

to equations with polynomial interaction terms N = ~;Ni> 
where the N; are characterized by different degrees of homo
geneity q;, 

Remark 2: Similar results hold in D-space dimensions 
for D > 3, but, of course, under different integrability condi
tions. For needed Sobolev estimations see, e.g., Ref. 4. It is 
interesting to notice that for D < 2 the above approach does 
not work, since there is no kinetic energy estimation (6). 

Remark 3: A more sophisticated investigation of a non
linear elliptic equation would give results stronger than 
those above on the absence of nontrivial solutions. Theorem 
2.1 in Ref. 5, for instance, states the global absence of solu
tions to certain classes of the nonlinear Klein-Gordon equa
tion. Stronger results, however, require a more complicated 
machinery (e.g., conservation laws and other useful identi
tiesS

) , which happens to be strongly dependent on the specif
ic equation. Therefore the range of their validity is narrower 
in comparison with our Theorem 1. To exemplify the last 
statement, let us point out that our Theorem 1 guarantees 
the absence of small solutions in the case D of Example 2 in 
Ref. 5, in which the global methods say nothing. 

III. APPLICATIONS 

Below we briefly report on the field-theoretic applica
tions of the results obtained earlier. The first two examples 
are described in more detail in Ref. 6. 

(a) Screening solutions2 seem to be absent in self-con
tained Yang-Mills-matter field theory. Because of "no go" 
theorems (the simplest one is contained in Ref. 7) the only 
reasonable candidates for revealing the classical color 
screening are theories with dynamical sources carried by fer
mion fields. The crucial point in the proof is the observation 
that screening solutions of Sikivie and Weiss2 (which were 
found for fixed external sources) are characterized by the 
quantity t = 0 [see (10) for the definition of t] and that for 
the coupled Yang-Mills-Dirac equations an inequality of 
the type (8) can be obtained. 
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(b) Perturbative solutions of self-consistent Yang
Mills-Dirac equations are absent. The reasoning is similar to 
that in (a). Let us point out that several authors have been 
looking for such solutions for external fixed sources. 8 

(c) For the nonlinear Klein-Gordon equation 

-I:l.f+m2f+slfl p -:r= 0, (11) 

the nonzero solutions satisfying the same conditions as in 
Theorem 2 and in addition If 4fl = o(r-2

), r> 1 (this en
sures that - Sf+ I:::.f d 3X >0) are absent if t <~. Notice that 
for p > 5 and s < 0 solutions of Eq. (11) do exist.9 They can
not be obtained perturbatively. This is a good occasion to 
show the superiority of our approach over the formal pertur
bation expansion off, which in this simple case also gives the 
absence of perturbation solutions. The point is that our 
method gives a precise bound on t = lims _ o sll fII~ - 2, from 

q 

which we deduce two facts. First, the nonzero solution ofEq. 
( 11) should be singular at s = 0 and, second, the coefficient 
at the leading term (in the expansion offin a series of powers 
of s) should be sufficiently large. 

Let us end with the remark that for complicated systems 
of equations our approach is much simpler than the standard 
one. There are also cases in which the formal perturbation 
expansion could lead to the wrong conclusion that perturba
tion solutions do exist (that is, the solution of linearized 
equations is tangent to a full solution of nonlinear equa
tions). Here is an example: 

(~ ~) (~) + sN(u,v) = O. (12) 

In (12), n(u,v) is nonlinear and satisfies the conditions of 
Theorem 1 while I is an imaginary parameter. 

Theorem 1 excludes the existence of small solutions of 
(12) (under suitable conditions on the falloff at the spatial 
infinity) while the standard analysis could suggest the exis
tence of perturbation solutions (the equations linearized at 
u = v = 0 possess nonzero solutions for imaginary I), re
gardless of the form of nonlinearity in N ( u ,v ). It is easy to 
findN's such that Eqs. (12) have no full solutions, in accor
dance with Theorem 1 and contrary to the standard pertur
bation analysis. 
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The observation is made that generalized evolutionary isovectors of the self-dual Yang~Mills 
equation, obtained by "verticalization" of the geometrical isovectors derived in a previous 
paper [J. Math. Phys. 28, 1261 (1987) 1, generate Backlund transformations for the self-dual 
system. In particular, new Backlund transformations are obtained by "verticalizing" the 
generators of point transformations on the solution manifold. A geometric ansatz for the 
derivation of such (generally nonlocal) symmetries is proposed. 

I. INTRODUCTION 

In previous papers l
•
2 the authors have discussed isovec

tor techniques for partial differential equations (PDE's) 
associated with vector-valued differential forms. It was men
tioned2 that such a PDE (or system of PDE's) defines, 
through its solutions, sections of a vector bundle over the 
solution manifold. This manifold serves as a base space, 
while the fibers are isomorphic to some vector space (or Lie 
algebra). 

In Ref. 1 the isovector approach was employed to derive 
point symmetries for the self-dual Yang-Mills (SDYM) 
equation in its so-called J formulation4 (this is mathemat
ically different from the usual formulation in which the self
duality condition is directly written in covariant form). The 
system was represented by three gl(N,C)-valued four-forms 
in seven variables. Since these forms generated a differential 
ideal by themselves, we did not include the integrability con
dition ofthe system in the ideal (indeed, such an inclusion 
can be seen to be superfluous for the purpose of deriving 
point transformations). 

Calculation of the isovectors gave a nine parameter 
group of transformations on the base space, together with a 
set of infinitesimal internal transformations in the fiber space 
in which the SDYM fields have values. It was then observed 
that the internal symmetries were related to parametric 
Backlund transformations (BT's) for the SDYM equation. 
In particular, a well-known5.6 BT was recovered. 

With the observation that internal symmetries are gen
erated by evolutionary7 (i.e., "vertical") vector fields 
(EVFs), it is natural to inquire for other EVP's that may 
generate BT's for the SDYM system. Such fields cannot be 
sought, of course, among the "geometrical" symmetries 
found in Ref. 1. The most accessible nongeometrical (i.e., 
nonlocal) symmetries at our disposal are those generated by 
the evolutionary representatives7 of the nine generators of co
ordinate transformations mentioned previously. In Sec. III 
we establish the generalized isovector property of these 
EVP's by examining the effect of the corresponding Lie de
rivatives on the original ideal of the three four-forms. It is 
found that these Lie derivatives map this ideal into a larger 
ideal comprising the original system, its integrability condi
tions, and certain prolongations8 of all of the above. The 

emergence of a prolonged ideal was to be expected since we 
are now dealing with Lie-Backlund-type symmetries. On 
the other hand, the appearance of the integrability condi
tions as an inseparable part of the system is quite interesting, 
considering the passive role these conditions played in the 
derivation of point symmetries. 

In Sec. IV we construct the infinitesimal parametric 
nonlocal transformations generated by the aforementioned 
nine EVP's. It is seen that, by letting the transformation 
parameters be considered finite, rather than infinitesimal, 
the transformations of the prolongation8 variables become 
BT's for the SDYM equation. This observation constitutes a 
further indication of the intimate connection between sym
metry and integrability aspects9 of nonlinear systems, and, in 
particular, of the SDYM system.I,IO 

To make the paper as self-contained as possible, we re
view in the next section some ofthe results of Ref. I that will 
be needed for the present treatment. 

II. GEOMETRICAL SYMMETRIES OF THE SDYM 
SYSTEM 

As in Ref. 1, we write the SDYM equation (a second
order nonlinear PDE) as a set of first-order PDE's: 

B~ +Bi 0, 

B I =J-IJy , 

(2.la) 

(2.Ib) 

B 2=J IJz, (2.Ic) 

where the subscripts denote partial differentiation (partial 
derivatives will occasionally be used). The y, z,y, Z, collec
tively denoted by xl' (p, = 1,2,3,4), are four complex coordi
nates,I.4.5 while J is assumed to have values in gl(N,C). 
Loosely speaking, the B I and B 2 are "prolongation vari
ables" for the system. The integrability condition Jyz = J zy 

yields 

B; -B; + [BI,B2] =0. (2.2) 

The system (2.1) can be represented by a set of three 
gl(N,C)-valued four-forms: 

Yl = dy dz dB I dZ+ dy dzdj dB 2, 

Y2 = dJ dzdjdZ-JB I dydzdjd'i, 

Y3 = dy dJ dj dZ - JB 2 dy dz dj dZ. 

(2.3) 
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These forms generate a differential ideal. Indeed, 

dYl =0, dYl=y1dyB 1 +JdjYI' 

dY3 = Y3dzB1 +JdZYI' 

The geometrical (local) symmetries of the system are 
generated by vector fields of the form 1 

V = sl-'(x") ~ + G(x",J) ~ + A i(xv,B k) ~, (2.4) 
ax" aJ aB' 

where the usual summation convention is assumed over re
peated indices. The sP' (ft = 1, ... ,4) are scalars, whereas the 
GandAi (i = 1,2) aregl(N,C) valued. Thea laJanda laBi 

areformaloperators only-i.e., no differentiations are actu
ally performed. The symmetry property is expressed by the 
requirement that the Lie derivative with respect to V leave 
the ideal of the Yk invariant. Formally, 

(2.5) 

(i = 1,2,3), where the b ~ are scalars, whereas the M andM~ 
are gl(N,C)-valued zero-forms. The calculation of V from 
Eq. (2.5) becomes possible if we make the ansatz that the 
coefficients of expansion in this equation depend only on the 
x" . As we will see shortly, this condition is violated in the 
case of nongeometrical symmetries. 

As was seen in Ref. 1, the vector V is parametrized by 
nine (complex) parameters, and depends on three arbitrary 
functions. The nine parameters correspond to transforma
tions on the base space. These transformations are generated 
by the following independent vector fields, which are written 
here in unprolonged form (i.e., withoutthe terms in a I aBi ): 

a 
VI-' = - -, ft = 1,2,3,4, 

ax" 

(2.6) 

Internal symmetries are generated by EVF's with com-
ponents 

G = E(j;i)J + A (j;i)J + JM(y,z), 

Al = _ [M(y,z),B I] + My, 

A 1 = - [M(y,z),B2] + Mz , 

where E is a scalar function, while A and Mare gl(N,C)
valued functions. The symmetries in E and M combine to 
give BT's for SDYM. I The symmetry in A yields a BT that is 
less interesting, since it merely consists of {j (J -I Jy ) = 0, 
{j(J-IJz) =0 (i.e.,r-IJ; =J IJy , etc.). 

III. EVOLUTIONARY ISOVECTORS FOR FIRST-ORDER 
GENERALIZED SYMMETRIES 

A. Nongeometrical vectors and prolongation forms 

We now relax the geometrical requirement and seek 
generalized7 symmetries of SDYM. We confine our atten
tion to first-order symmetries generated by evolutionary vec
tor fields (i.e., vector fields with vanishing projection on the 
base space) ofthe form 
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(3.1 ) 

where Qmay depend on x" , J, andJI-' =al-'J. With the defini
tions 

Jy =JB I, Jz =JB 1, 

Jy =Et, Jz =E2, 

we have that 

Q = Q(x",J,B t,B 2,E I,E 2
). 

(3.2a) 

(3.2b) 

(3.3) 

[The reader may be concerned with the appearance of sever
al noncommuting variables in the functional dependence of 
Q. However, as Q is calculated (see below), no ambiguity in 
the order of these variables arises.] 

It is easily seen [seeEqs. (3.11) and (3.12)] that theR I 
and R 2 depend, collectively, on the additional variables 
B! =al-'B 1 andB! =aI-'B 2. ThevariablesBi andB ~ can be 
eliminated from the problem by using the field equation 
(2.1a) and the integrability condition (2.2), respectively: 

Bi = -Bj, 
B; =B; + [BI,B2]. 

Thus we are left with the variables 

B I -CI BI -C2 BI-C3 
Y- , Y- , -z- , 

B;=C4, B:=C 5
, B;=C6. 

(3.4) 

(3.5) 

(3.6) 

Equations (3.2) and (3.6) each admit six integrability 
conditions, thus a total of 12 such conditions can be written 
[including the one given by Eq. (2.2)]. 

Let us consider the basic system (2.1), together with its 
integrability condition (2.2). We prolong Eqs. (2.1a) and 
(2.2) in the usual way by taking the derivatives with respect 
to the x" . By convention, only those prolongations defined 
within the variables at our disposal are considered. Specifical
ly, we can construct the y, z, and y prolongations of Eq. 
(2.1a), and they andy prolongations ofEq. (2.2): 

Cj +C: =0, 

C; + Ci =0, 

C; +C~ =0; 

C; - C; + [Ct,B2] + [B I,C 4
] = 0, 

C; - C; + [C 2,B2] + [B t,C 6
] = 0. 

(3.7a) 

(3.7b) 

(3.7c) 

(3.8a) 

(3.8b) 

[Note that, in a sense, the prolongations of Eqs. (2.1 b) and 
(2.1c) are contained in Eq. (3.6). J 

We now express our equations in terms of differential 
forms. Thus we define 28 four-forms corresponding, succes
sively, to Eqs. (2.1), (2.2), (3.7), (3.8), (3.6) and its inte
grability conditions, and Eq. (3.2b), and the five remaining 
integrability conditions of (3.2) (we put a; =dy dz dj az): 

YI = dy dz dB 1 az + dy dz dj dB 2 , 

Y2 =dJdzdjaz -JB la;, 
Y3 =dydJdjaz -JB2a;, 

Y4 = dB 2 dzdjaz - dydB I djaz + [B 1,B2]a;, 

Ys =dydzdC 1 az +dydzdjdC\ 

Y6 = dydC 2 djaz + dydzdjdC 5
, 
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r7 = dy dz dC 2 di + dy dz ay dC 6, 

rs = dC4 dzaydi -dydC I aydi 

+ ([C I,B2] + [Bi,C 4]){jj, 

r9 = dC 6 dzaydi - dydC 2 aydi 

+ ([C 2,B2] + [Bi,c 6]){jj, 

rIO = dB I dzaydi - C l {jj, 

rll =dydzdB I di - C 2{jj, 

rl2 = dydzaydB 1_ C 3{jj, 

rl3 =dB 2 dzaydi - C 4{jj, 

r14 = dydB2 aydi - CS{jj, 

rls = dy dz dB Z di - C 6{jj, 

r16 = dC 2 dzaydi- dydzdC I di, 

rl7 =dC 3 dzaydi-dydzaydC I, 

rls = dy dz dC 3 di - dy dz ay dC 2, 

rl9 = dCs dz ay di - dy dC 4 ay di, 

rzo = dC 6 dz ay di - dy dz dC 4 di, 

rZI =dydC6dydi- dydzdC S di, 

rzz = dy dz dJ di - E l {jj, 

r23 = dy dz ay dJ - E2{jj, 

r24 = dydzdE 2di - dydzaydE 1
, 

r2S = dEl dzaydi - dydzd(JB I) di, 

r26 = dE 2 dz ay di - dy dz ay d(JB I), 

r27 = dy dE lay di - dy dz d(JB 2) di, 

r2S = dydE 2 ay di - dydzayd(JB 2) . 

B. Generalized Isovectors 

(3.9) 

The postulate (2.5), used to derive symmetries of the 
system, can now be generalized 11 by requiring that the Lie 
derivative with respect to a generalized EVF of the form 
(3.1) map the original ideal {rl,r2,r3} into the prolonged 
ideal {rl, ... ,r2S}' [We can see that such a generalization is 
necessary because the Lie derivative of the ri (i = 1,2,3) will 
yield variables which appear only in the prolonged forms 
ra.] Formally, 

(3.10) 

wherei = 1,2,3,asbefore, but now the index a runs from 1 to 
28. The coefficients Af and Mf are no longer required to be 
independent of the internal variables J, B I, and B 2. 

One would like, of course, to solve Eq. (3.10) for the 
components Q, R I, and R 2 of Vand thus obtain independent 
first-order generalized symmetries ofSDYM. The computa
tions, however, are now of great complexity due to the pres
ence of a very large set of variables and forms. Rather than 
solving Eq. (3.10) directly, we will instead construct certain 
solutions by utilizing the coordinate (point) symmetries of 
SDYM, as these are expressed by the vector fields of Eq. 
(2.6). 

First of all, it is seen from Eqs. (3.9) and (3.10) that 
some of the forms of the prolonged ideal will not occur in the 
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expansion of the Lie derivative in Eq. (3.10). Indeed, by 
comparing similar terms and taking into account Eq. (3.3), 
it can be shown that the forms rs, r16' r17' r19' and r21 make 
no contribution and thus can be eliminated. This leaves us 
with a somewhat smaller ideal of 23 forms. 

Second, since the B I and B 2 are prolongation variables, 
the R I and R 2 of Eq. (3.1) are expressible in terms of Q. 
Again, this can be done by comparing similar terms in Eq. 
(3.10), using the "internal exterior derivative" (introduced 
in Refs. 1 and 2) whenever necessary. 

There is, however, an easier way to do this: Let us recall 
that the vector field V, in the form (3.1), defines an infinite
simal "motion" in the space of J, B I, and B 2. Thus, if {)t is an 
infinitesimal parameter, 8J = Q{)t. Furthermore, if we re
gard t as a variable parametrizing an integral curve of V, then 
Q = 8J /{)t and 

R I =8B
1 

= _J-18JJ-IDJ+J-l.E..(DJ) 
{)t {)t Y {)t Y 

(3.11) 

and similarly 

R 2 = 8B
2 

= _J- 1QB2 +J-1D Q 
{)t Z , (3.12) 

where the Dy and Dz are total derivatives. 12 [In general, 
total derivatives must be defined consistently with Eqs. 
(3.2) and (3.4)-(3.6). Thus, on functions of the form (3.3), 

D =~+JBI~+CI~+C4~ 
Y ay aJ aB 1 aB 2 

+ (EIBI+JC2)~+ (E2BI +JC3)~ 
aE I aE 2 ' 

D =~+JB2~+ (C 4+ [BI,B2])~+C5~ 
z az aJ aB I aB z 

+ (EIB2 +JC6) ~ + (E2B2 -JCZ)~. 
aE I aE 2 

Note that D,." like a,." is a derivation, i.e., it satisfies the 
Leibniz rule.] 

Finally, we need to define the evolutionary representa
tive 7 (or verticalization) of a "horizontal" vector field. The 
following definition is pertinent to the SDYM case but can 
be easily generalized: Given a vector field of the (unpro
longed) form 

Vh =5"'(XV)~, axJ.t 

one can construct an EVF (in prolonged form) 

V =Q~+RI~+R2~ 
q aJ aB I aB 2 

such that 

(3.13 ) 

(3.14) 

(3.15 ) 

where DyJ = JB t, DzJ = JB 2, DyJ = E 1, DzJ = E 2, and 
where the components R 1 and R 2 are related to Q as in Eqs. 
(3.11) and (3.12). The nongeometrical vector field Vq is 
called the evolutionary representative of the geometrical 
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field Vh • 13 The reason for this particular definition is that, if 
Vh is a symmetry, it can be shown7 that Vq is also a symme
try. 

We are now in a position to construct the (prolonged) 
evolutionary representatives of the nine vector fields given in 
Eq. (2.6). The symbol Vk will denote the representative of 
Vk : 

V =JBI!...+CI~+C4~, 
1 aJ aB I aB 2 

V =JB 2!...+ (C 4 + [BI,B2])~+CS~ 
2 aJ aB I aB 2 ' 

V =EI!...+C2~+C6~, 
3 aJ aB I aB 2 

V4=E2!...+C3~-C2~ 
aJ aB I aB 2 ' 

Vs= (YJB 1+ZE
2
):J+ (B

1
+yC

1
+ZC

3
) a!1 

(yC4_ZC2)~ + aB 2 ' 

V6= (zJB2+YEI)!...+ (zC 4 +z[B 1,B 2] +yC2) 
aJ 

x~+ (B2+ZCS+yC6)~ 
aB I aB 2 ' 

V 7 = (zJB 1 - yE2)!... + (zC I _ yC3)~ 
aJ aB I 

+ (B 1 +zC
4 + yC

2
) a!2 ' 

- 2 -E1)a 
Vg = (yJB - z aJ 

+ (B 2+yC4 +y[BI,B 2] _zc
2

) a!1 
+ (yC s _ZC6)~ 

aB 2 
' 

V. = (jiEI + ZE2)!... + (yC 2 +ZC3)~ 
9 aJ aB 1 

+ (jiC6_ZC2)~. 
aB 2 

(3.16) 

The consistency of these expressions with the geometri
cal derivation of symmetries, as this is expressed in the pre
scription (3.10), may now be seen. Direct substitution into 
Eq. (3.10) shows that the above EVF's are generalized iso
vectors for the SDYM system (details are deferred to Ap
pendix A). Our search for other generalized symmetries, of 
the same order or higher, has not been successful so far. In 
particular, one can see that the (generalized) Lie brackets7 

of the known symmetries do not produce new symmetries, 
contrary to what one might have hoped (this point is more 
easily verified by using true jet-space variables xl" ,J, J/L' and 
J/Lv)' 
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IV. INFINITESIMAL NON LOCAL SYMMETRIES AND 
BACKLUND TRANSFORMATIONS 

By using the EVF's (3.16) and the definitions (3.2), the 
following infinitesimal parametric nonlocal transformations 
ofthe J function are constructed7 (A. is an infinitesimal pa
rameter): 

{)/LJ = A. a/LJ=A.J/L' ft = 1,2,3,4, {)sJ = A. (yJy + Zlz), 

{)"J = A. (zJz + yJy ), ()~ = A. (zJy - yJz ), ( 4.1 ) 

{)gJ = A. (yJz - Zly ) , ()~ = A. (jiJy + Zlz ) . 

We can also construct the corresponding transformations 
for the variables B 1 = J -IJy and B 2 = J -IJz. We will ini
tially regard these transformations as general nonlocal sym
metries generated by the EVF's (3.16) and independent of 
the SDYM equation. This means that one is allowed to make 
replacements in the components of the EVF's according to 
the definitions (3.2) and (3.6) and the integrability condi
tion (3.5), but one may not use the equation of motion (3.4) 
(thus the apparent asymmetry of the equations below). The 
transformation equations are 

()1(J-IJy ) =A. ay(J-IJy ), 

{)I (J -IJz) = A. ay (J -IJz), 

()2(J -IJy ) = A. az (J -IJy ), 

()2(J -IJz) = A. az (J -IJz), 

()3(J -IJy ) = A. ay (J-1Jy ), 

()3(J-IJz ) =A. ay(J-1Jz ), 

()4(J-IJy ) =A.az(J-1Jy ), 

()4(J-IJz ) = -A. ay(J-1Jy ), 

()s(J-1Jy ) =A. [J-1Jy +yay(J-IJy ) +zaz(J-IJy )], 

()S(J-IJz) =A. [yay(J-IJz) -zay(J-1Jy )], (4.2) 

()6(J-IJy ) =A. [zaz(J-1Jy ) +yay(J-1Jy )], 

()6(J-IJz ) =A. [J-IJz +zaz(J-1Jz ) +yay(J-1Jz )]' 

()7(J- 1Jy ) =A. [zay(J-IJy ) -yaz(J-IJy )]' 

()7(J-IJz ) =A. [J-1Jy +zay(J-IJz ) +yay(J-1Jy )], 

()g(J-IJy) =A. [J-IJz +yaz(J-1Jy ) -zay(J-1Jy )], 

()g(J-IJz) =A. [yal:(J-IJz) -zay(J-1Jz )]' 

()9(J-IJy ) =A. [yay(J-1Jy ) +zaz(J-IJy )], 

()9(J-IJz ) =A. [yay(J-IJz) -zay(J-IJy)]. 

We now observe that the above nonlocal transforma
tions of the prolongation variables bear an interesting prop
erty: Suppose that we let the parameters A. become finite in 
each case (A. stands for nine different independent param
eters). In this case the left-hand sides of Eq. (4.2) become 
finite differences: 

() (J-IJ )=JI-IJI _J-IJ k y - y y' 

{)k(J-IJz)=J,-1J; _J-IJz· 
(4.3) 

We thus obtain nine pairs of independent parametric equa
tions. Cross-differentiation of each pair with respect to y and 
Z, and use of the various integrability conditions, will then 
reveal that all nine pairs are parametric Backlund transfor-
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mations for the SDYM equation, which J is now required to 
satisfy. Specifically, if J is a solution of 

ay(J-IJy ) +az(J-IJz) =0, (4.4) 

then so isJ', which is related toJ by Eqs. (4.2) and (4.3). A 
more detailed proof of this is given in Appendix B. 

We remark that one could obtain a more symmetric set 
of equations than Eq. (4.2) by allowing the components of 
the EVF's (3.16) to be evaluated on solutions of the SDYM 
equation, i.e., by using Eq. (3.4) to reintroduce B i into the 
problem. The reader is invited to construct this alternate set 
ofBT's. 

In order for the BT's described in Eqs. (4.2) and (4.3) 
to be valid, one must also require the integrability condition 
(J; ) z = (J;) y' If L represents anyone of the differential 
operators in Eq. (2.6) [which operators appear on the right
hand side of Eq. (4.2)], this condition can be shown to re
quire [Hy,Hz] = 0, whereH = (U)J -I. Thus this is a con
dition on the original solution J. Many solutions satisfy this 
condition, so that it is not excessively restrictive. This condi
tion will be explored in future publications. 

V. CONCLUSIONS AND SUMMARY 

Let us summarize our main conclusions. 
(1) The study of first-order Lie-Backlund type symme

tries of the SDYM system requires the construction of a pro
longed ideal off our-forms, which is many times larger than 
the ideal used for the derivation of point transformations. A 
noteworthy feature of the expanded ideal is the presence of 
the integrability conditions of the system. 

(2) Starting with the (point) symmetries ofSDYM on 
the base manifold, one can construct nine evolutionary vec
tor fields that are generalized isovectors of the system. Nine 
nonlocal symmetries of SDYM are thus obtained. No 
further generalized symmetries can be generated by simply 
taking the Lie brackets of the nine EVF's. 

(3) It is our conclusion that all evolutionary representa
tives ofthe corresponding point symmetries ofSDYM yield 
Backlund transformations for the system. These BT's are 
"weak," in the sense that they relate two functions, of which 
the second is a solution ofSDYM provided that the first one 
is. The physical implications of these transformations are 
not yet totally clear to us. 

APPENDIX A: PROOF OF ISOVECTOR PROPERTY 

We display the expansions of the Lie derivatives of the 
forms rl' r2' r3, with respect to the prolonged EVF's Vs 
(s = 1, ... ,9) ofEq. (3.16). We will use the notation 

r}S)=';'ri U=I,2,3). 
v, 

Analytically, 

rP) = r5' 

242 

ril) = r2B 1+ JrlO' 

rji) = r3B 1_ Jr4 + Jr13' 
r\2) = r6 + r9 + [rl1,B2] + [B l,rI5] - r20' 
ri2

) = r~ 2 + Jr13' 
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rj2) = r3B 2 + Jr14' 

r13) = r7, 

ri3
) = Jrl1 + r22B I + r25' 

rj3) = Jrl5 + r2~2 + r27' 

r\4) = r18' 

ri4
) = Jrl2 + r23B 1+ r26' 

rj4) = Jrl - Jrl1 + r2~ 2 + r28, 

r1 5
) =Yr5 + rl1 +zrI8' 

ri5
) = r2yB 1+ yJrlO + Ur12 + r2~B 1+ Zr26' 

rj5) = uri + r3yB 1_ yJr4 - Url1 

+ yJr13 + r2~B2 +zr28' 

r1 6
) = rl + zr6 + yr7 + zr9 - rl1 

+ [rl1,zB 2] + [ZBi,rI5] -zr20' 

ri6
) = r~B 2 + YJrl1 + zJr13 + r22yB 1+ yr25' 

rj6) = rJZB 2 +zJrl4 + YJrl5 + r22yB 2 + yr27' 

r\7) = zr5 + rl2 - yrl8' 

ri7
) = r~B 1+ zJrlO - yJr12 - r23yB 1_ yr26' 

rf) = - YJrl + rJZB I - zJr4 + YJrll 

+ zJr13 - r2~B 2 - yr28' 

r\S) =Yr6 -Zr7 + yr9 + [rl1,yB 2] 

+ [yB l,rIS] + rl5 - yr2o, 

riS) = r2yB 2 -Url1 + yJr13 - r2zZB I -Zr25' 

rjS) = r3yB 2 + yJrl4 -Ur15 - r2zZB2 -Zr27' 

r19
) = yr7 + Zr18' 

ri9
) =YJrl1 +zJrl2 + r22yB I 

+ r2~B I + Yr25 + zr26' 

rj9) = zJrl - Url1 + YJrl5 + r22yB 2 

+ r2~B2 + yr27 + Zr28' 

APPENDIX B: PROOF OF BACKLUND 
TRANSFORMATIONS 

Consider the nine pairs of parametric equations defined 
by Eqs. (4.2) and (4.3) (each pair share a common sub
script k in {j k ). We show that each of these pairs is a (finite) 
BT for SDYM. For this purpose we cross-differentiate with 
respect to y and Z, and then add by terms, assuming that all 
integrability conditions are satisfied. We will use the nota
tion 

F [J] =ay (J-IJy ) + az(J-IJz), 

so that F[ J] = ° implies the SDYM equation. From the nine 
pairs of equations we thus obtain, respectively, 

F[JI] -F[J] =..tayF[J], 

F[J'] -F[J] =..tazF[J], 

F[JI] -F[J] =..tayF[J], 

F [JI] -F [J] = 0, 

F[JI] -F[J] =..tyayF[J], 
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F[P] -F[J] =A(l +Zaz +yay)F[J], 

F[P] -F[J] =AzayF[J], 

F[P] -F[J] =A(yaz -zay)F[J], 

F[P] -F[J] =AyayF[J]. 

ThusF[J] = OimpliesF[JI] = Oineach case, which estab
lishes the Backlund transfonnation property. 
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A GL(n,C) self-dual Yang-Mills hierarchy is introduced; it is an infinite system of self-dual 
Yang-Mills equations having an infinite number of independent variables. Cauchy problems 
for the hierarchy are formally solved by using Lie transforms of a wave matrix. A relationship 
between the Kadomtsev-PetviashviIi hierarchy and the self-dual Yang-Mills hierarchy is 
discussed. Furthermore, it is shown that an infinite-dimensional transformation group acts on 
a solution space to the (n>2) self-dual Yang-Mills hierarchy. A parametric solution to the 
hierarchy is also given as a representation of the transformation group. 

I. INTRODUCTION 

The purpose of this paper is twofold. First, we introduce 
an infinite system, having an infinite number of variables, of 
self-dual Yang-Mills equations and call it a GL(n,C) self
dual Yang-Mills hierarchy after the Kadomtsev-Petviash
viIi (KP) hierarchyl-s and the Toda lattice hierarchy6 (a 
discrete version of the KP hierarchy). Indeed, Sato and 
Satol introduced the KP hierarchy and completely charac
terized the solution space to the KP equation as being of 
great interest. Here the KP hierarchy is an infinite system of 
integrable nonlinear evolution equations having an infinite 
number of time variables. Sato and Satol also showed that 
many other integrable nonlinear equations called soliton 
equations are derived from the KP hierarchy by a reduction 
procedure; an infinite order pseudodifferential operator of 
the exponential type plays an essential role in their theory. 
Inspired by this pioneer work, Takasaki' proposed a method 
of generating formal power series solutions to the GL(n,C) 
self-dual Yang-Mills equation which seems to be outside of 
the KP hierarchy. An exponential operator also emerged in 
the representation of solutions. Further developments can be 
found in the works of Corrigan et al. g and Ward,9 who dis
cussed several sequences ohelf-dual Yang-Mills-Iike gauge 
field equations in dimensions higher than 4. However, it has 
not been clear how to define a self-dual Yang-Mills hierar
chy. In the subsequent discussions, we shall treat this open 
problem and introduce an infinite system, in which every 
GL(kn,C) self-dual Yang-Mills equation (kEN) is embed
ded, as a hopeful candidate for a self-dual Yang-Mills hier
archy. 

The second purpose is to consider an infinite-dimen
sional transformation group acting on a solution space to the 
self-dual Yang-Mills hierarchy. It is also shown that a part 
of the infinitesimal actions of this group is very similar to the 
Kinnersley-Chitre (KC) transformationlO of the Geroch 
groupll in general relativity. Here the Geroch group is an 
infinite-dimensional transformation group acting on the sta
tionary Einstein equations. Many classes of stationary 
space-times can be constructed by actions of the Geroch 
group.12,13 Here we obtain a parametric solution to the self
dual Yang-Mills hierarchy as a representation of the trans
formation group. 

In Sec. II, we first consider a system of linear algebraic 
and differential equations for an infinite matrix function. We 

then explain how a self-dual Yang-Mills hierarchy is char
acterized by this linear system. It is also shown that two 
types of Cauchy problems are formally solved by using solu
tions to the linear system. A relationship between the KP 
hierarchy and the self-dual Yang-Mills hierarchy is also dis
cussed. In Sec. III, having defined a set of one-parameter 
transformations for the linear system, we construct a para
metric solution to the self-dual Yang-Mills hierarchy. It is 
shown that the solution gives an infinite matrix representa
tion of a transformation group acting on a solution space of 
the hierarchy. Section IV is devoted to concluding remarks. 
We shall resort to a method based on the linear algebra of 
infinite matrices throughout the following sections. 

II. DEFINITION OF SELF-DUAL YANG-MILLS 
HIERARCHY 

Let W = W(Y,Y,Z,Z) be an 00 X 00 matrix function of 
the independent complex variables 

Y= (Yl,y2 ... ·)' y= <Yl,y2,"·)' 

Z= (Zl,z2"")' z= (Zl,z2,"')' 

whose elements are arrayed as 
W = (wij )i,isZ 

= 

W_ 1._ l w_ 1•O W- 1•1 

WO._1 

W 1._ 1 

We also use a semi-infinite matrix representation 

(2.1) 

(2.2) 

W= [W__ W_+] (2.3) 
W+_ W++' 

where 

W __ = (w-i,-j)i.JeN' W_+ = (w i,j-I )i.JeN' 

W+_ = (Wi-l.-j)i.JeN' W++ = (Wi _ l •j _ 1 )i.jeN' 

We call W __ a semi-infinite matrix of the ( - - ) type and 
so on. The product of the 00 X 00 matrices is defined by 

(ai.}) i.isZ • (bi.}) i,isZ = (2: ai,kbk.1) . 
keZ i.isZ 

Providing W + + is invertible, we introduce an infinite matrix 
function E: = E:(yji,z,z) = (5i.1 )i.isZ as 
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'::' _ [0__ W_+ W /+ ]. (2.4) 
- - 0+_ 1++ 

Here 1 + + = (t51 _ I,j _ 1 ) l,leN' where t51 _ I,j _ 1 is the Kron
ecker delta and 0 _ is the zero matrix of the ( - - ) type, 
etc. 

Let n be a positive integer and A be a shift matrix defined 
by 

A= (t5 I _ I,_j)i,jeZ' 

Here we impose a linear algebraic constraint on W: 

[An,W] =0, 

(2.5) 

(2.6) 

where An = (t5n_ I,j)I,jeZ' This implies that Wis a (block) 
Toeplitzmatrix. It is easy to see [Akn ,W] = o for any keN. 
We now have the following useful identities (a generaliza
tion of the identity found in Ref. 7). 

Lemma 1: For any keN, we have 

(2.7) 

Proof: We set 

k 
[

A"':. _ 0_+] An-- Akn Akn . 
+ - + + 

Using [Akll ,W] = 0, we have 

Ak~ _ W_+W:;:I+ = W_+Ak.; + W:;:I+ 

= W_+W:;:I+ (A~ W_+ 

+A~ + W++)W + 1+ 

W W -I Akll W W- I 
= -+ + + + - -+ + + 

for keN. This immediately gives (2.7). 0 
Next we consider the second constraint on W. Let Wbe 

a solution to the infinite system of compatible linear differen
tial equations: 

Dk W(y,ji,z,z) = 0, Dk aYk + A kll aZk ' 
(2.8) 

Dr W(y,ji,z,z) = 0, Dr = aZI - AlII aYI 
for k,leN, where aYk = a layk , etc. Since W is Toeplitz, we 
can write W = (JJj _ I ) l,jeZ' where JJj _ I are n X n matrices. 
Observe that (2.8) imply a Yk JJj _ I + aZk JJj _ i + k = 0 and 
aZI JJj _ I - aYI JJj _ I + I = O. We see that the JJj _ I satisfy the 
matrix Laplace equations (aykah + aZkaZk ) JJj_ 1= 0 pro
viding the JJj _ I are integrable. In the following discussions 
weassumetheintegrabilityofWw.r.t. (y,ji,z,z). Making use 
of the identities (2.7) as well as (2.6), we have 

ayk(W_+W:;:I+) = (- W_+W:;:I+ aykw++ +aYk W_+)W:;:I+ 

={W_+W:;:~ (A~ _ aZkw_+ +A~ + aZkw++) -A"':. ~kW-+}W:;:I+ 

= W _ + W + 1+ A k.; aZk ( W _ + W + 1+ ) - A"':. _ az/ W _ + W :;:1+ ) + (W _ + W :;: 1+ A ~ + 

+ W_+W:;:I+A~ _ W_+W:;:I+ -A"':. W_+W:;:~ )aZkw++·W:;:~ 

= W _ + W + ~ A ~ aZk ( W _ + W + ~ ) - Ak~ _ aZk ( W _ + W :;: 1+ ) 

fromDk W= O. Since W_+ W:;: 1+ is the ( + ) partofE: 
[see (2.4)], the above equations are expressed as 

D '::'_'::'Akna '::' 
k- - - Zk-' (2.9a) 

for keN. Similarly, from D r W = 0 in (2.8) we derive 

D *- -Alna -I='= - ~ y/=:', 

for leN. Observe that if E: satisfies 

Dk(Alnaz/a) +Dr(AknaykE) 

+ [Aln aZIE,AknaYkE] = 0, 

(2.9b) 

then [Dk' DrJE:=Ofrom (2.9a) and (2.9b). We derive 
aYk aZIE: = aZlaYk E: from aYk aZI W = aZlaYk W. Hence if E: sat
isfies the second-order nonlinear equations 

a (Aln a- E) + a (Akn a- '::') 
Zk %/ YI YIe-

+ [AlII az,E,Akn aykE] = 0, (2.10) 

for k,/eN, then (2.9a) and (2.9b) are mutually compatible. 
The remaining compatibility conditions are 

a (Akn a- '::') - a (Aln a- '::') 
)1/ Zk- >'k %1-

- [Akn azkE,A1n aZIE] = 0, 

azl(Akn aykE) - aZk (A
ln aylE) 

(2.11) 

+ [AknahE,AlnaYIE] =0, 
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I 
fork,leN. The system (2.10) and (2.11) has an infinite num-
ber of independent variables (y,ji,z,z). 

Every GL(kn,C) self-dual Yang-Mills equation (keN) 
is embedded in (2.10). In order to see this, let us define the 
In X In matrices 

[

6 - (i + I)ln,jln 
E:}I,j) = : 

6 - (i + 1)ln, (j + 1)ln - I] 
: (2.12) 

6 - lin - I,jln 5 -Un-I, (j+ I)ln 

for i,jeNU{O}, leN. It is shown from (2.10) that 

a a.. ,::,(0.0) + a a- ,::,(0,0) z" Zk -k Yk Yk -k 

+ [a ,::,(0,0) a ,::,(0,0)] - 0 (2.13) 
Zk -k 'Yk -k -, 

for keN. Since (2.13) are zero-curvature conditions, there 
are GL(kn,C)-valued functions Gk = Gk (y,ji,z,z) such that 

a ,::,(0,0) =a G·G I a- ,::,(0,0) = -a G'G- I 
Zk -k Yk k k' Yk -k Zk k k' 

(2.14) 

for keN. Hence each Gk satisfies the GL(kn,C) self-dual 
Yang-Mills equation, 

(2.15) 

for keN. The usual GL(n,C) equation7,14 on a complexified 
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four-dimensional space is derived from (2.15) by setting 
k = 1. The remaining part of (2.10) determines a sequence 
of potentials for (2.15). We shall call the infinite system 
(2.10) and (2.11) with the constraint (2.7) a GL(n,C) self
dual Yang-Mills hierarchy after the KP hierarchyl-s and the 
Toda lattice hierarchy.6 Conversely, the system (2.8) with 
(2.6) is said to be a linearization of the self-dual Yang-Mills 
hierarchy. We also call a solution to (2.6) and (2.8) a wave 
matrix. By assumption, wij satisfy four-dimensional Laplace 
equations and hence solutions to the self-dual Yang-Mills 
hierarchy can be given by nonlinear superpositions of har
monic functions through the use of (2.4). 

We remark that Eqs. (2.9a) and (2.9b) define an infi
nite number of commutative flows on an infinite-dimension
al Grassman manifold whose affine coordinates are given by 
W _ + W :+ ~ . This geometric interpretation will be justified 
by aline of thought similar to that given in Refs. 1,7, and 15. 

Next we consider Cauchy problems for the self-dual 
Yang-Mills hierarchy with the help of linearization dis
cussed above. For a given initial data Win = W( 0,ji,0,z), the 
compatible linear system (2.8) is solved locally (iny and z) 

as 

W(y,ji,z,z) = exp{~ (zlAln ajYI - ylAln az/ )} Win, (2.16) 

where 

1 
exp(X) = L _Xk. 

kENU{O} k! 
The solution (2.16) is a Lie transform of Win. If Win is 
integrable w.r.t. (Yk,zl)' then W = W(y,ji,z,z) is as well. If 
Win satisfies (2.6), then Walso does so. Furthermore, if 
W~ + ' the ( + + ) part of Win, is invertible, then W + + is 
as well. Hence (2.16) describes a "time evolution" of the 
self-dual Yang-Mills hierarchy. We have proved a general
ization of Takasaki's reconstruction formula for the single 
self-dual Yang-Mills equation. 7 

Proposition 2: Let 

Win Win-I] - + + + 

1++ 

be an initial data for (2.10) such that aYk aZI Win 

= aZI aYk Win for k,IEN and [An, Win] = O. Then a formal 
power series 

satisfies the self-dual Yang-Mills hierarchy (2.10) and 
(2.11) with (2.7). 

It should be noted that there are two time evolution 
directions for the self-dual Yang-Mills hierarchy. Let Win 
= W(y,O,z,O) be an initial data to (2.8). Then a Lie trans

form 

W(y,ji,z,z) = exp{~ (yiA - In aZI - jZIA -In ay/ ) } Win 

(2.17) 

of W in gives another formal power series solution to the self
dual Yang-Mills hierarchy provided that a a Win 

Yk z/ 
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= aZI aYk Win for k,IEN and [An, Win] = O. The proof is 

carried out in the same manner as in Proposition 2. Formula 
(2.17) describes the second time evolution. 

In what follows of this section we trace the relationship 
between the KP hierarchy and the self-dual Yang-Mills 
hierarchy. Let us consider one-parameter transformations 
for the wave matrix defined by 

(asm - Am) W(y,ji,z,z,s) = 0, (2.18) 

for mEN, where s = (s 1,s2,''') is a set of complex variables. If 
W(yji,z,z;O) is a wave matrix, then the Lie transform 

W(yji,z,z,s) = exp(~ SmAm)W(yji,z,z,O) (2.19) 

is essentially equivalent to the time evolution for the Toda 
lattice hierarchy6 (a discrete version of the KP hierarchy). 
Hence we can associate the time variables of the KP hierar
chy with the variables s. The corresponding matrix 
E = E(y,ji,z,z,s) satisfies the compatible nonlinear equa
tions 

(2.20) 

for mEN. We then see from the identities (2.7) that a
Sm 

E = 0 
for m = 0 (mod n), that is, E does not depend on Sm for 
m = 0 (mod n). The condition (2.6) can be regarded as an 
n-periodic condition for the wave matrix W. Every nth time 
variable of the KP hierarchy is related to hidden variables. 
The other time variables survive in E. This fact makes clear 
an important connection between the KP hierarchy and our 
self-dual Yang-Mills hierarchy. 

Finally, we refer to the recent works on formal power 
solutions to the Witten equationl6 (a higher-dimensional 
generalization of self-dual Yang-Mills equation), the super
symmetric Yang-Mills equation,17 and the stationary axial
ly symmetric Einstein equations. 18,19 

III~ TRANSFORMATION GROUP 

Let t = ( ... ,t _1,tO,t I"") be a set of complex parameters 
and hk' kEZ, be gl(n,C)-valued constant matrices. Define 

(3.1) 

for kEZ, where diag(h k ) denotes an infinite (block) diag
onal matrix. We note that [Aln,Hk] = 0 for k,IEZ. Let us 
consider a one-parameter transformation for the wave ma
trix W defined by 

(3.2) 

for some kEZ. A parametric solution W(t) = W(y,ji,z,z;t) to 
the system (3.2) gives E(t) = E(y,ji,z,z;t) by (2.4), which 
satisfies 

at_/E(t) =H _IE(t) - E(t)H _I' 

atkE(t) = HkE(t) - E(t)HkE(t), 
(3.3) 

for IENU{O} and kEN. The proofof (3.3) is carried out in a 
manner similar to (2. 9a). If we focus on the n X n matrices 
E\i,}) defined by (2.12), we have, from the second term in 
(3.3 ), 
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k-I 
~ ':'(i,l)h ,:,(k -1- I,j) 

- ~ -1 k-] , (3.4 ) 
1=0 

fori,jeNU{O}, keN. The transformation described by (3.4) 
is very similar to the KC transformation 10 of the Geroch 
group I I acting on the stationary Einstein equations. Analogs 
of the KC transformation for the self-dual Yang-Mills equa
tion have been known as an Ehlers-type transformation20 

and an infinitesimal Riemann-Hilbert transformation 14; 
however, a group theoretic structure of the totality has been 
obscure. We note that the general knXkn matrices Ski,i) 

satisfy 

a'kEii,j) = diag[ hk ] Eii+ I,j) - Eii,i+ 1) diag[ hk ] 

-Eii,O)diag[hk]EkO,j) (3.5) 

for i,jeNU{O} and keN, where diag[hk] denotes the 
kn X kn (block) diagonal matrix. 

We now exponentiate the linear system (3.2) for a given 
data which satisfies the linear system (2.8) with (2.6). We 
can show after a calculation the following. 

Lemma 3: Let WO = W(yji,z,z;O) , satisfying (2.6) and 
(2.8), be an initial data for (3.2). Then a solution 

W(tk) = exp(tkHk) WO (3.6) 
I 

to (3.2) for some keN also satisfies (2.6) and (2.8). 
Lemma 3 implies that S(tk) corresponding to W(tk) 

gives a solution to the self-dual Yang-Mills hierarchy. In 
other words, the one-parameter transformation (3.6) for W 
gives rise to a symmetry of the hierarchy. It is noted that if 
W~ + is invertible then W + + (t) is as well. Here we have a 
useful representation of S (t k ) as follows. 

Proposition 4: Let 

WO WO- I
] - + + + 

1++ 

be an initial data for (3.3) such that WO satisfies (2.6) and 
(2.8). Then S(tk) defined by 

S(tk) = exp(tkHk )Eo'{J - EO + exp(tkHk )EO}-t, 
(3.7) 

for some keZ, is a parametric solution to the self-dual Yang
Mills hierarchy (2.10) and (2.11) with (2.7), which also 
satisfies (3.3). 

Proof: Set 

[r -- 0_+] (H ) = exp tk k , 
r +_ r ++ 

for keN. Then the rhs of (3.7) for keN is 

[
0__ r __ wo_ + Wo+-~ ] [1__ r __ Wo_ + Wo+-~ - Wo_ + W o+-~ ]-1 

0+_ r+_wo_+ W~-~ +r++ 0+_ r+_wo_+ Wo+-~ +r++ 

= [0 __ r __ Wo_ + Wo+~ (r +_Wo_ + Wo+-~ + r ++)-'] = [0 __ 

0+_ 1++ 0+_ 

The proof of (3.7) for - keN U {O} is carried out by setting 

[r -- r -+] (H ) = exp tk k . 
0+_ r ++ 

We omit it here. Taking account of Lemma 3, we see that 
S(tk) is a solution to the self-dual Yang-Mills hierarchy. 
Furthermore, we can show that S(tk) satisfies (3.3) by a 
direct calculation. This completes the proof. 0 

Next we discuss an algebraic structure of a whole set of 
one-parameter transformations induced by {Hk ; keZ}. We 
note that 

(3.8) 

for k, leZ. Note that [H k + m ,H/_ m ] = [H k,H/ ], providing 
[hk+ m ,h l _ m ] = [h k ,hi]' We then see that an algebra 
which the {Hk ; keZ} action on the wave matrix forms is 
homomorphic to the infinite-dimensional graded Lie alge
bra, a subalgebra of the Lie algebra gl ( 00 ), 

gl(n,C) ®C[A,A. -I], (3.9) 

whereAisacomplexparametersuchthatlA 1= 1. Hence it is 
concluded from Proposition 4 that the {Hk ; keN} action on 
S forms a Lie algebra homomorphic to (3.9). In mathemat
icalliterature, the algebra (3.9) is called the Kac-Moody 
algebra without center,21 or the loop algebra.22 Let us recall 
the fact that the KP hierarchy and its solutions are obtained 
from a representation of gl( 00 ); subhierarchies such as the 
Korteweg-de Vries hierarchy and the Boussinesq hierarchy 

247 J. Math. Phys., Vol. 29, No.1, January 1988 

Ir-----------------------------------
are associated with infinite-dimensional subalgebras of 
gl( 00 ).1,2 This suggests that our self-dual Yang-Mills hier
archy may be derived from a GL( 00 ) -invariant hierarchy by 
a reduction procedure. 

The infinitesimal property discussed above reflects a 
group theoretical structure of the totality of transformations 
(3.7). We now come to the main theorem. 

Theorem 5: The transformations (3.7) form a group G 
acting on a solution space to the self-dual Yang-Mills hierar
chy. 

Proof: We first note that a set of exp (t k H k ), keZ, forms 
a Lie group GL( 00) w.r.t. the matrix multiplication. For 
H k , HI' and any initial data so, let us set 

S(tk,t/) = exp(t/HI )2(tk)·{J - 2Uk ) 

+ exp{t/H/)E(tk)}-I, (3.10) 

where S(tk) is as in (3.7). We then have a product formula 
of actions 

S(tk,tl ) = exp(t/Hr )exp(tkHk )Eo 

X{I - EO + exp(t/Hr)exp(tkHk)EO}-I. 
(3.11) 

Equation (3.11) is checked by inserting (3.7) into the rhs of 
(3.10). The unit element ofG is the identity action induced 
by H k = O. We also have a Baker-Campbell
Hausdorff formula 
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exp(tIH/ )exp(tkHk) 

= exp{tkHk + tlHI - (tk ttf2) [Hk,H/] 

+ (tk t F/12) [H"[H,,Hd] 

+ (titII12) [Hk,[Hk,Hd] + ... }. (3.12) 

Hence the inverse action to any H k is the action induced by 
- H k' This completes the proof. 0 

Finally we remark on the following. Formula (3.12) 
shows that the infinite-dimensional transformation group 
having the representation (3.7) acts on the self-dual Yang
Mills hierarchy in the case where n>2. If we choose n = 1 in 
(3.1), then [Hk,Htl =0 for any hk and hi' This implies 
that 

exp(tIH/ )exp(tkHk ) = exp(tkHk ) exp(t/H, ) 

from (3.12) and consequently, E(tk,t,) ='E(tl,tk ) from 
(3.11). Hence the one-parameter transformation group hav
ing the representation (3.7) acts on the n = I self-dual 
Yang-Mills hierarchy (a Laplace equation hierarchy). 

IV. CONCLUDING REMARKS 

We have presented a GL(n,C) self-dual Yang-Mills 
hierarchy having an infinite number of independent vari
ables. Cauchy problems for the hierarchy are formally 
solved by using Lie transforms. A relationship between the 
KP hierarchy and our self-dual Yang-Mills hierarchy is dis
cussed (Sec. II). It is shown that an infinite-dimensional 
transformation group G acts on a solution space to the 
(n>2) hierarchy. We do not feel that weare simply perform
ing a formal theory. A parametric solution to the hierarchy 
is obtained explicitly as a representation of the transforma
tion group (Sec. III). We see that our self-dual Yang-Mills 
hierarchy is integrable in the sense that we can integrate it by 
essentially linear techniques. 

With these results comes a related problem that is being 
pursued. We wish to know if we can find a GL( 00 ) -invariant 
self-dual Yang-Mills hierarchy from which our GL(n,C) 
self-dual Yang-Mills hierarchy can be derived by a reduc
tion procedure. lfit is possible, the resulting OL( 00 )-invar
iant hierarchy will be regarded as a natural generalization of 
the KP hierarchy to higher dimensions. We should remem
ber that the transformation group for the KP hierarchy is the 
automorphism group GL( 00) of an infinite-dimensional 
Grassmann manifold and that many hierarchies of soliton 
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equations are derived from the KP hierarchy by reductions 
ofGL( 00 )}-2 We believe the self-dual Yang-Mills hierarchy 
introduced in this paper will play an important role in solv
ing this interesting problem. 

ACKNOWLEDGMENTS 

The author would like to thank Dr. K. Takasaki, Dr. K. 
Ueno, Dr. K. Nagatomo, and Dr. T. Iwai for valuable dis
cussions and helpful comments. 

'M. Sato and Y. Sato, "Soliton equations as dynamical systems on infinite 
dimensional Grassman manifold," in Nonlinear Partial Differential Equa
tions in Applied Science; Proceedings 0/ the U.S.-Japan Seminar, Tokyo, 
1982, edited by H. Fujita, P. D. Lax, and G. Strang (North-Holland, Am
sterdam,1983). 

2M. Jimbo and T. Miwa, Publ. Res. Inst. Math. Sci. Kyoto Univ. 19, 
943 ( 1983); E. Date, M. limbo, M. Kashiwara, and T. Miwa, "Transfor
mation groups for soliton equations," in Non-linear Integrable Systems
Classical Theory and Quantum Theory, edited by M. Jimbo and T. Miwa 
(World Scientific, Singapore, 1983). 

3M. Mutase, Adv. Math. 54, 57 (1984). 
4K. Ueno, "The Riemann-Hilbert decomposition and the KP hierarchy," 
in Venex Operators in Mathematics and Physics, edited by J. Lepowsky, S. 
Mandelstam, and 1. M. Singer (Springer, New York, 1985). 
~B. Dorizzi, B. Grammaticos, A. Ramani, and P. Winternitz, J. Math. 
Phys. 27, 2848 (1986). 

6K. Ueno and K. Takasaki, "Toda lattice hierarchy," in Group Representa
tions and Systems 0/ Differential Equations, edited by K. Okamoto (Kino
kuniya, Tokyo, 1984). 

7K. Takasaki, Commun. Math. Phys. 94, 35 ( 1984); Saitama Math. J. 3, II 
(1985). 

8E. Corrigan, C. Devchand, D. B. Fairlie, and J. Nuyts, Nuel. Phys. B 214, 
452 (1983). 

9R. S. Ward, Nuel. Phys. B 236,381 (1984). 
'OW. Kinnersley and D. M. Chitre, 1. Math. Phys. 19, 2037 (1978). 
"R. Geroch, J. Math. Phys. 13,394 (1972). 
12C. Hoenselaers, W. Kinnersley, and B. C. Xanthopoulos, J. Math. Phys. 

20,2530 (1979). 
ny. Nakamura, J. Math. Phys. 24, 606 (1983). 
14K. Ueno and Y. Nakamura, Phys. Lett. B 109, 273 (1982); Publ. Res. 

Inst. Math. Sci. Kyoto Univ. 19, 519 (1983). 
"Y. Nakamura, "Riemann-Hilbert transformations for a Toeplitz matrix 

equation: Some ideas and applications to linear prediction problem," pre
print, Gifu University. 

16N. Suzuki, Proc. Jpn. Acad. A 60, 141,252 (1984). 
I7J. Hamad and M. Jacques, J. Math. Phys. 27, 2394 (1986). 
18y. Nakamura, Class. Quant. Grav. 4, 437 (1987). 
19K. Nagatomo, "Formal power series solutions of the stationary axisym-

metric vacuum Einstein equations," preprint, Osaka University. 
2~. Nakamura, Lett. Math. Phys. 7,171 (1983). 
21V. G. Kac, Infinite Dimensional Lie Algebras (Birkhiiuser, Boston, 1983). 
22A. Pressley and G. Segal, Loop Groups (Oxford U.P., Oxford, 1986). 

Yoshimasa Nakamura 248 



                                                                                                                                    

Normal forms of an abstract Dirac operator and applications to scattering 
theory 

Bernd Thaller 
Institut!ur Mathematik, University ofGraz, A-BOlO Graz, Austria 

(Received 19 February 1987; accepted for publication 2 September 1987) 

The unitary transformations which convert an abstract Dirac operator into an "even" (resp. 
"odd") operator are determined. The problem is formulated and solved completely within the 
general setup of supersymmetric quantum mechanics. This leads to some apparently new 
applications in relativistic quantum mechanics, where the transformations are known as the 
Foldy-Wouthuysen (resp. Cini-Touschek) transformations. The scattering theory for abstract 
Dirac operators is discussed and the utility of the general theory is illustrated by proving 
existence of relativistic M011er operators for scattering from long-range magnetic fields. 

I. INTRODUCTION 

Consider the complex 2 X 2 matrix 

( m z), zeC, meR. 
z -m 

It is Hermitian and can therefore be diagonalized with the 
help of a unitary matrix. We want to investigate the self
adjoint operator Hwhichis obtained from (1.1) ifz (resp.z) 
is replaced by a closed operator D in a Hilbert space (resp. 
D * , the adjoint) and m by a symmetric operator commuting 
with D. More precisely, we consider 

(1.1 ) 

whereD*M_ =M+D*,DM+ =M_D(seeSec.lllforthe 
precise definitions). A typical example for H is given by the 
Dirac operator in relativistic quantum mechanics. We shall 
therefore call H an abstract Dirac operator. In order to in
vestigate the spectral and scattering theory for H we ask 
whether we can find-in analogy to the scalar case (1.1) 
above--a unitary transformation U bringing H to diagonal 
form. 

For special operators D prob.lems like this have been 
studied intensively in the context of relativistic quantum me
chanics since the 1950's (see, e.g., Ref. 1 for a review). The 
main purpose was to find transformations bringing relativis
tic wave equations to "normal forms" which were consid
ered to be "more canonical" than the original equations.2 

Most prominent became the so-called Foldy-Wouthuysen 
(FW) and Cini-Touschek (CT) transformations.3.4 They 
have been obtained explicitly only in a number of special 
cases and sometimes only by formal methods. 1.5-7 

The abstract Dirac operator (1.1) contains all these 
above-mentioned special cases. Some examples covered by 
our approach are given in Sec. II. In Secs. III-V the problem 
of bringing the abstract Dirac operator to an "even" (resp. 
"odd") normal form is formulated rigorously and solved 
completely within the abstract framework of supersymme
tric quantum mechanics. Supersymmetry plays an essential 
role in many fields of physics and mathematics.8-12 In Refs. 8 
and 9 applications to index theory and differential geometry 
are discussed. Examples in acoustics and optics may be ex
tracted from Ref. 13. 

In Sec. VI, the general results are applied to the scatter
ing theory for the abstract Dirac operator. We prove exis
tence of wave operators by reducing the problem to the study 
of an associated supersymmetric scattering system. As an 
example we discuss the relativistic scattering from long
range magnetic fields, which by our method is reduced to the 
corresponding nonrelativistic problem. 

In many situations of physical interest the Dirac opera
tor does not have the form (1.1) (e.g., for the Coulomb 
problem). In these cases an exact diagonal form has not been 
found so far. One has tried to obtain it by successive transfor
mations which, if applied to the Dirac operator, leads to a 
series expansion consisting only of diagonal (even) opera
tors. 3 We pay no attention to this because (1) as an operator 
series this expansion is divergent, 14.15 and (2) for the practi
cal calculation of relativistic corrections to bound state ener
gies it can be replaced by a mathematically rigorous meth
od. 16•17 

II. SOME CONCRETE REALIZATIONS 

In this section we give some examples of operators of the 
form (1.1) . Note that this operator is naturally defined on 
the direct sum K = K + Ell K _ of two Hilbert spaces K +' 
K _. All examples are taken from relativistic quantum me
chanics. It is remarkable that also the Klein-Gordon equa
tion, if suitably interpreted as a first-order system, can be 
written in SchrOdinger form with an abstract Dirac operator 
as Hamiltonian (but with K + #K _). The explicit form of 
the Foldy-Wouthuysen transformation U and the Cini
Touschek transformation V will be given in Secs. IV and V 
essentially in terms of D and M ± . 

A. The free Dirac operator 

The free time evolution of a spin~ particle with mass m 
is generated by (c denotes the velocity of light) 

Ho = cu·p + /3mc2 
, (2.1) 

which is self-adjoint on the Sobolev space 

!P(Ho) = WI,2(R3)4CL 2(R3 )4=K. (2.2) 

HereP = -IV, actingcomponentwise, u = (a l ,a2,a3) and 
/3 are the Hermitian 4 X 4 Dirac matrices defined by the 
commutation relations (i, j = 1,2,3), 
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ala) + alai = 2/)ij 1, aiP + pai = 0, P 2 = 1 . 
(2.3) 

We obtain the form (1.1) for Ho by choosing Dirac's repre
sentation for a and p: 

( 
me2 eaoP) 

Ho= 2 =h(P). 
eaop - me 

(2.4 ) 

Here a = (0"1,0"2,0"3) are the Pauli matrices, D = D· = ea-P 
is defined in K + = K _ = L 2(l(t3)2. 

In this case, U and Vare easily determined directly. Bya 
Fourier transformation Y, the matrix differential operator 
(4.4) becomes multiplication by the Hermitian matrix-val
ued function h (p). For each peJR3 we can diagonalize this by 
a unitary matrix u (p ). Defining 

Y = u(' )oY (2.5) 

we obtain for \fIEiP (Ho) 

(YHoqt)(p) 

= (e2p2 + mo 2e
4

) 1/21 0 ) 
_ (e2p2 + m2e4 ) 1/21 

X (yqt)(p) , (2.6) 

which shows that the unitary transformation diagonalizing 
(2.4) is given by 

(2.7) 

For other methods of deriving the Foldy-Wouthuysen 
transformation (2.7) see, e.g., Ref. 1. 

B. The Dirac operator In external fields 

There are various other situations in which the Dirac 
operator has the form ( 1.1 ). For a charged particle in a mag
netic field B(x) = rot A(x), AEC 1(JR3) (setting e = 1), we 
have 

D=a·(P-A(x»), M+=M_=m. (2.8) 

[Note that for A as above, D is symmetric and thus closable 
on CO'(R3)2.] 

If the particle has an anomalous electric moment tJ, then 

D = a o(P - A - itJB) . (2.9) 

Similarly, for a neutron with anomalous magnetic moment f.t 
in an electric field E(x) (cf. Ref. 7), 

D = a o(P - if.tE) . (2.10) 

IfE(x) = E(r), r = lxi, then also the radial Dirac operator 
takes the form (1.1), with 

d K 
D = - - - + f.tE(r) (2.11) 

dr r 
defined in K + = K _ = L 2( (0,00 ) ,dr). Even for extremely 
singular E (r) the operator (2.11 ) is closable on CD, ( (0, 00 ») 
(cf. Ref. 18 and the references therein). 

For the Dirac operator in an external scalar field V(x) 
we use the following "supersymmetric" representation of 
the Dirac matrices 

a=(~ ~), p=e ~i) (2.12) 

to obtain the Dirac operator in the form (1.1) with 
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D= aop +i(m + V(x»), M+ =M_ =0. (2.13 ) 

Note that in the examples (2.9)-(2.13) D is not self
adjoint, and not even symmetric. 

c. The Kleln-Gordon equation 

For a spin-O particle with mass m > 0 in an external 
magnetic field the Klein-Gordon equation reads 

{:t: + (P - A(X»)2 + m2 }u(x,t) = O. (2.14) 

Writing this as a first-order system we obtain 

i!!... 'II (t) = H'I' (t), 'II (t) = (. u ( . ,t) ), (2.15) dt I au( ',t)/at 

H = (~ ~), T= (p _A)2 + m2
• (2.16) 

We shall define Hilbert spaces K +, K _ such that (2.16) 
obtains the form (1.1) in a natural way. 

UndersuitableconditionsonA(x) (Ref. 19) Tis essen
tially self-adjoint on Co (JR3). Its closure, also denoted by Tis 
strictly positive on iP (T) CL 2(R3

). The vector space 

K +: = iP(Tl/2) (2.17) 

is a Hilbert space with the scalar product 

(U,V)K+: = (T l /2U,T l /2V ) (2.18) 

(with the ordinary L 2-scalar product on the right-hand 
side). Furthermore, define 

K _: = L 2(JR3) . (2.19) 

Note that'll (t) has fillite norm in K iff u has finite field 
energy, 

1I\{II1 2 
= f d 3X{ I (- iV - A)u1

2 + m21ul 2 + I :t un· 
(2.20) 

In (2.16) the operator 
1: iP(T 1/2 )CK __ K+ (2.21 ) 

is the adjoint of 

T: iP (T) cK + -K _ . (2.22) 

ThuswecansetD: = T,D· = I [asin (2.21) ],M+ = 0 (on 
K+),andM_ =0 (onK_). 

D. Temple's operator 

In polar coordinates, the Dirac operator in a Coulomb 
field y/r reads 

H = aop + pm + L = - i aox {~ + l. - i.} + pm , 
r rar r r 

(2.23 ) 

where we have introduced Temple's operator (cf. Ref. 20 
and the references therein) 

r = (a oL + 1) - iy aox 
r 

( 
aoL + 1 

= - (iy/r) a oX 

- (iy/r) a ox) 
aoL+ 1 

(2.24) 

(L = x/\ p). This operator is not self-adjoint. Nevertheless, 
since the two summands in (2.24) anticommute and since 
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r 2 is self-adjoint and positive, our theory generalizes to this 
situation (cf. the remarks at the end of Sec. V). Here r is 
diagonalized in order to bring the Dirac Coulomb equation 
to a two-component form which admits an algebraic solu
tion of the relativistic Coulomb problem. 21 ,22 

III. MAIN RESULTS 

We start by giving the precise definitions in the language 
of supersymmetry. The connection with the problem of 
bringing (1.1) to the diagonal form will become clear when 
we introduce the "standard representation." 

Let JY be a Hilbert space with a self-adjoint involution, 
i.e., an operator 'T satisfying 

'T°'T='T'T°=r=l. (3.1) 

A self-adjoint operator Q on !!P (Q) satisfying 

(3.2) 

(in the sense of quadratic forms on !!P (Q) X!!P (Q), cf. Ref. 
12) is called a supercharge with respect to 'T. The operator Q 2 

is usually called a Hamiltonian with supersymmetry. By the 
spectral theorem it is densely defined, self-adjoint, and posi
tive. Let M be a symmetric operator which is relatively 
bounded with respect to Q and has Q bound less than one. 
We further assume that M commutes with 'T and anticom
mutes with Q, i.e., (again in the quadratic form sense), 

'TM - M'T = 0 , (3.3) 

QM+MQ=O. (3.4 ) 

(For an antisymmetric M which occurs, e.g., in Sec. II D, cf. 
the remarks at the end of Sec. V.) 

For any pair of operators Q and M defined as above 
there are associated operators Q' and M' given by 

Q': = iQ'T, M': = M'T. (3.5) 

They satisfy the relations (3.2), (3.3), and 

Q,2 = Q2, M'2 =M2, (3.6) 

Q'Q+QQ'=O, M'M-MM'=O, (3.7) 

and, instead of (3.4 ) , 

Q'M'-M'Q'=O. 

Our aim is to study the abstract Dirac operator 

H:=Q+M, 

(3.8) 

(3.9) 

which by the Kato-Rellich theorem is self-adjoint on 
!!P(H) =!!P (Q). From (3.4) we conclude 

(3.10) 

Note thatH 2 commutes both withM and Q. 
In order to formulate our results we need some addi

tional notation. Define, for A. # 0, 

a ± (A. 2,m): = 2- 1/2{1 ± meA 2 + m 2) -1/2p/2. (3.11) 

Functions of self-adjoint operators are defined as usual via 
the spectral theorem. By an abuse of notation we shall also 
write 

a± (Q2,M): = 2- 1/2{1 ±M(Q2 +M2)- 1/2p/2 

on Ker Ql. (3.12) 
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Note that M( Q 2 + M2) -1/2 extends to a bounded operator 
on Ker ~ . We denote 

\T\: = (T2)1/2 on !!p(n = !!P(\T\), (3.13) 

{
T\T\-I = \T\-IT on Ker Tl, 

sgn T: = 0 on Ker T, 
(3.14a) 
(3.14b) 

for any self-adjoint T. In (3.14a) the expressions on the 
right-hand side are meant as closures of the densely defined 
bounded operators. 

Our first result states that the abstract Dirac operator H 
is unitarily equivalent to an operator H FW that commutes 
with 'T, anticommutes with Q, and satisfies H ~ = H 2. 

Theorem 1: There is a unitary operator U in JY such that 
(on Ker ~) 

UHU
O = \H \'T = :HFW • (3.15) 

Here U depends on Q ' ,M' defined in (1.6) as follows: 

U=a+(Q,2,M') + ia_(Q,2,M')sgnQ' . (3.16) 

The abstract Dirac operator is not a supercharge itself, but it 
is unitarily equivalent to one. This is the content of our sec
ond result. 

Theorem 2: There is a unitary operator V in 
Ker ~ C JY such that 

VHV
o = \H \sgn Q =: HCT . (3.17) 

It is given by 

V=2- 1/2(1-isgnQ')U. (3.18) 

Obviously, H CT commutes with Q and anticommutes with 'T. 
Furthermore we have H h = H 2 and thus H 2 is the super
symmetric Hamiltonian associated to the supercharge H CT • 

The proof of Theorems 1 and 2 together with further results 
will be given in Sec. III. 

Theorem 1 solves the above mentioned problem of di
agonalizing the operator-valued matrix ( 1.1 ). In order to see 
the connection we define the following standard representa
tion, which is completely equivalent to the general frame
work. 

Let JY + (resp. JY _) be Hilbert spaces and D: 
!!P + cJY + ..... JY _ be a densely defined closed linear opera
tor. Then the adjoint operator DO from JY _ to JY + exists 
and is defined on a dense set !!P _ c JY _. In the Hilbert space 

JY:=JY+EBJY_ (3.19) 

(the direct sum) the operator 

Q:=(~ ~") on !!P(Q) = !!P+ EB!!P_ (3.20) 

is self-adjoint. The equivalence to the supersymmetric 
framework can be seen by identifying JY ± with the eigen
spaces of'T belonging to the eigenvalues ± 1, respectively. 
Then any supercharge with respect to 'T is represented by a 
matrix operator of the form (3.20). The operator M is now 
given by 

M=(~+ -~J, (3.21) 

where the M + (resp. M _) are symmetric operators in JY + 
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(resp. K _ ), bounded relative to D (resp. D * ) (with relative 
bound less than 1), and such that 

D *M _ = M +D * on fiJ + X fiJ _ , 

DM + = M _D on fiJ _ X fiJ + , 

(3.22a) 

(3.22b) 

in the quadratic form sense. Equation (3.22) is equivalent to 
(3.4) and the relation (3.3) is automatically satisfied by 
(3.21). 

The abstract Dirac operator reads in the standard repre
sentation [cf. (1.1)] 

(
M D*) H = D+ _ M _ on fiJ (H) = fiJ + Ell fiJ - . 

(3.23) 

Next define the self-adjoint and positive operators 

Q+: = (D*D)I/2 [resp. Q_: = (DD*)1/2] (3.24) 

on fiJ + (resp. fiJ _ ). Then 

H2 = (H~+ H~_) on fiJ(H2) 

= fiJ (Q2+ ) Ell fiJ (Q2_ ) , (3.25) 

where 

H ± = (Q2± +M2± )1/2 on fiJ ± (3.26) 

Finally, the normal forms of the abstract Dirac operator are 
given by 

HFW =(~+ -~J, 

( 
0 

H -
CT - DQ :;:IH+ 

(3.27) 

Further details on the unitary transformations U and V are 
given in Sec. V. In the Appendix, for the sake of concrete
ness, we provide a list of the explicit expressions for Q 2± 
obtained for the examples in Sec. II. Further details on the 
transformation U at Vare given in Sec. V. 

If one wishes to do calculations within the standard rep
resentation one needs a commutation formula (4.15) for 
closed operators which has been proved (in a slightly differ
ent form) by DeiftY In Sec. IV we include a simple new 
proof of this formula which is quite natural from the super
symmetric point of view. 

In the study of the nonrelativistic limit of the Dirac 
equation the abstract form (3.23) of the Dirac operator has 
been useful in revealing the underlying structure of the prob
lem. 1o

•
16 Here Q 2+ (resp. Q:: ) appear as the nonrelativistic 

limits of the Dirac operator 

(
me2 

H(e,m): = 
cD 

(3.28) 

with rest energy me2'l subtracted (resp. added). One has, 
for example, the result l6 

n-lim{H(e,m) - me2 - Z}-I 

(3.29) 
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In the applications e is the velocity oflight and m the mass of 
the particle. From (3.29) it is easy to see that in the norm 
resolvent sense 

lim(H(c,m) - HFW (e,m») = o. (3.30) 

On the other hand, in the "extreme relativistic" limit m -+ 0, 
we have 

lim(H(e,m) -HCT(e,m») = o. (3.31 ) 
m~O 

IV. NELSON'S TRICK 

The statement that the operators D * D and DD * are 
densely defined if D is densely defined and closed is a well 
known theorem of von Neumann. The proof usually found 
in the textbooks is rather complicated (cf. Ref. 23, § V.3.7). 
In the language of Sec. I this theorem follows almost trivially 
from the spectral theorem for self-adjoint operators and the 
fact that 

(4.1 ) 

is self-adjoint if and only if D is closed. Just note that by the 
spectral theorem Q 2 is densely defined on 

fiJ(Q2) = {jEfiJ(Q) I QjEfiJ (Q)} 

(4.2) 

This argument is due to Nelson (unpublished). We shall use 
it as a method of proving results for closed operators D by 
proving analogous results for the self-adjoint operators Q 
(where the spectral theorem does the hard work). 

For example, the statement 

Q= IQlsgnQ=sgnQIQI, (4.3) 

which is immediate from the spectral theorem and the defi
nitions (3.13) and (3.14), is equivalent to the polar decom
position theorem for closed operators (cf. Ref. 23, § VI.2.7): 
If D is densely defined and closed, then 

D = Q_S=SQ+, (4.4) 

where the Q ± are defined as in (3.24) and 

S: = {Q = ID = DQ :;: 1 on Ker D 1 , 

o on KerD. 

We have 

( 0 So*). sgnQ= S 

The formula 

Ker Q= Ker Q2 = Ran Q1 

is equivalent to 

Ker D = Ker D*D= RanD *1 , 

Ker D* = Ker DD* = RanD1. 

From (4.4) and (4.5) we obtain immediately 

Q2_ S=SQ2+ 

and therefore for the spectra 
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(4.10) 

Similarly, with the help of (3.22) we obtain for the spectra of 
the self-adjoint operators H ± defined in (3.26) 

u(H+)'\ {o} = u(H_)\ {O}. (4.11) 

By Nelson's trick the formula 

1 + Z(Q2 -Z)-I = Q2(Q2 -Z)-I = Q(Q2 -Z)-IQ 

(4.12) 

may be rewritten as 

I +z(DD" -z) I =D(D"D-z)-'D*, 

l+z(D*D-z) '=D*(DD·-z) 'D. 

For bounded, measurable/we have 

Q/(Q2) =/(Q2)Q on (Q), 

which becomes 

Dj(DD*) =/(D·D)D·, 

D/(D "D) = /(DD ")D, 

(4.13a) 

(4.13b) 

(4.14) 

(4.15a) 

(4.15b) 

on ~ + (resp. ~ _). Equations (4.13) and (4.15) (for 
/ = resolvant) have been proved first by Deife I using a dif
ferent method. Since also the bounded operator 
M' (Q 2 + M 2) -1/2 commutes with Q we easily derive in the 
same way the following relations: 

D*a ± (Q2 ,M_) = a ± (Q2+ .M+)D" , 

Da± (Q2+ ,M+) =a± (Q2_ .M_)D, 

which again hold on ~ + (resp. ~ _). 

v. THE TRANSFORMATIONS U AND V 

(4.16a) 

(4.16b) 

In this section we shall prove Theorems 1 and 2 together 
with some further results on U and V (Theorem 3). The 
following remarks on eigenvectors are meant also as a moti
vation for the ansatz (5.11). 

Given eigenvectors of the "nonrelativistic" operators 
Q 2± ,M ± it is easy to determine eigenvectors of the abstract 
Dirac operator. Let ueK + be a simultaneous eigenvector of 
Q 2+ and M + such that for some A > 0, mER, 

lIull=I, Q2+ U =A 2
U, M+u=mu. (5.1) 

Similarly, let ueJY _ be an eigenvector of Q 2_ and M _ with 
the same eigenvalues, 

IIvll = I, Q2_ v =A 2V, M_v = mv. (5.2) 

For a given u we can always find such a vector v as long as 
A :FO (i.e., UElKer D), take 

v: = IlDuIi IDu. (5.3) 

In view of ( 1.25) it seems natural to make the ansatz 

from which E and k can indeed be determined as functions of 
A 2 and m. More precisely, we define 

f=n~ uDJ, (5.4) 

( 
- kDOV) 

g:=n v ' (5.5) 
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with 

k=k(A 2,m) = (lIA 2){(A 2 + m2)112 m}. (5.6) 

Here n is a normalization factor such that 

II/II = IIgll = 1 . (5.7) 

A simple calculation shows that 

n=n(A 2,m) = {1 +A 2k2}-1/2 = a + (A 2,m) , (5.8) 

and 

n(A 2,m)k(A 2,m) = a_(A 2,m)/IA I (5.9) 

[with the functions a ± defined in (3.11)]. 
Here / and g are orthogonal, (/,g) = 0, and satisfy 

H/= (A 2 + m2)I/lj, (5.10a) 

Hg= - (A2+m2)1/2g. (5. lOb) 

Now we are ready to define in the spirit oflinear algebra 
the operator W· (which is, in a sense, the "matrix of eigen
vectors") such that W· (~) = / and W· (~) = g: 

-D·Q=la_(Q 2 .M_») 

a+(Q2_ .M_) 
(5.11a) 

(5.llb) 

Unitarity of U· is easily seen from a2+ + a2
_ = 1. Thus 

wesetU:= W·- 1 =a+ + i(sgnQ')a_toobtaintheopera
tor defined in Theorem 1. Once having the explicit form of U 
it is easy to verify (3.15), 

UHU· = (a+ + -ra_ sgn Q)H(a+ - -ra_ sgn Q) 

= (a2+ + 2-ra+a_ sgn Q - a2
_ )H, 

where we have used 

H-r sgn Q = -r(sgn Q)H (5.12) 

and the fact that a ± (Q,2.M') commutes with both Q andM. 
Using 

a2+ _a2
_ =-rMIHI- 1

, 2a+a_ = IQIIHI- I (5.13) 

and (4.3) we finally obtain the result of Theorem 1. 0 
ForM=Owehavea± (Q,2,0) =2-1/2onKer~ and 

therefore U specializes to 

- 1 (I S·) U:=2- ' /2(I+isgnQ')=- , 
Ji -S 1. 

(5.14) 

where S is the operator defined in (4.5). Now it is easy to see 
that 

S·IHI) 
o ' (5.15) 

which is just the operator H CT defined in Theorem 2. There
fore the unitary operator 

V:=CrU 

satisfies VHV· = H CT' which proves Theorem 2. 0 
For any self-adjoint operator A define the Cayley trans

form C as the unitary operator 

C: = (i -A)(i +A)-l = exp{2i arctan A} . (5.16) 
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Conversely, if C is the Cayley transform of a self-adjoint 
operator A, then A is given by 

.@(A) = Ran(l + C), A = i(l- C)(l + C)-I. 
( 5.17) 

Theorem 3: Let M be bounded and M 2 be strictly posi
tive. Then the unitary operator U 4 is the Cayley transform of 
QM -I and on Ker ~ the operator V 4 is the Cayley trans
form of - MQ -I. In this case one has on Ker ~ the repre
sentations 

U = exp{(i/2)arctan QM-I}, (5.18 ) 

V=exp{- (i/2)arctanMQ-I} on (KerQ)l. 
(5.19) 

Proof: Here M = rM' is bounded and symmetric and 
hence self-adjoint. From M2 > 0 we see that M has a gap 
around 0 in this spectrum and thus M is bijective. Here M -I 
is also bounded and commutes with Q. Therefore QM -I is 
defined on .@ (Q) and self-adjoint. Moreover it is injective in 
the Hilbert space (Ker Q)l and has dense range in 
(Ker Q)l. We can therefore define the inverse MQ -I as a 
self-adjoint operator in (Ker Q)l. A little calculation shows 
that for AeR and arbitrary m 

{a+(A 2,m) +i(A/IA l)a_(A 2,m)}4 

= (i-A/m)/(i+A/m). (5.20) 

The result ( 3.18) now follows from ( 3.16) with 
A = Q'M,-I = QM- 1. Since U4 = - 1 (and since Ucom
mutes with U) we have 

U 4 = _ V 4
• 

Equation (3.19) follows from the observation that for A =1= 0 

(i -A/m)/(i +A/m) = - (i + m/A)/(i - m/A) . D 

If D is self-adjoint and M + = M _ then we do not need 
condition (3.22) (e.g., in case of the Dirac operator with a 
Lorentz-scalar potential). In fact, with 

T= ~ C ~) 
and D: = D + iM + we have 

T(~+ _~JT-I=(~ DO) 
o . 

Therefore we can apply our theory (in particular the trans
formation U [cf. (5.14)]) to obtain the diagonal form. The 
unitary operator T just transforms the standard representa
tion into one where r has the form 

r=e ~,). 
Finally we consider Temple's operator (cf. Sec. II D). It 

is not symmetric, but nevertheless the preceding theory is 
easily adapted to this situation. We simply identify 
7t" ± =L 2(R3 )2, r=p, M=(1·L+ I=PK, Q= (-ir/ 
r) a·x and note that 

H2 = Q2+M2 =K2 _y2/c2 = r 2 

is self-adjoint and strictly positive as long as Irl/c < 1 (which 
is precisely the condition for the essential self-adjointness of 
the Coulomb problem). According to (3.12) we can define 
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a ± = (1/.J2)( 1 ± K /.Jf'I) 1/2 

as a function of the bounded self-adjoint operator K /.Jf'I . 
The transformation U, as defined in Theorem I, reads 

U = a+ - pa_a·(x/r)sgn r . 
This operator is not unitary, but since all algebraic relations 
for the a + and a _ remain unaffected we obtain 

and 

uru- I =p.Jf'I. 

Of course Vis not unitary either. As an analog of Theorem 3 
we obtain in this case the representations 

U = exp(! artanh(iQM -I») , 

V = exp( -! artanh( - iMQ -I)t. 

VI. SCATTERING THEORY 

In this section we assume for simplicity 

M=mr, m>O. (6.1 ) 

Let Q and Qo be supercharges with respect to r and consider 
the pair of abstract Dirac operators 

H=Q+mr, Ho=Qo+mr. (6.2) 

We are interested in the existence ofthe wave operator24 

!l± (H,Ho): = s_limeiHte-iHotPa.c. (Ho), (6.3) 
t_ ± 00 

where Pa .c. (.) denotes the spectral projection to the abso
lutely continuous subspace of the indicated operator. 

Often it is easier to show existence ofthe nonrelativistic 
wave operators !l± (Q2,Q~). Consider, for example, the 
Dirac operator in a magnetic field B (cf. Sec. II) satisfying 
(xeR3

) 

IB(x) I <const(1 + Ixl) -312-6, 15>0 (6.4) 

(B has finite field energy, IB 2 < 00). Choosing the transver
sal gauge 

A(x) = G(x) Ax, (6.5) 

G(x) = f ds sB(xs) , 

the vector potential A decays like 

IA(x) I < const ( 1 + Ixl) - 112 - 6. 

(6.6) 

(6.7) 

In general, the decay properties of the vector potential can
not be improved by choosing a different gauge. Therefore, 
Schrodinger and Dirac operators contain long-range terms 
and the existence of the wave operators cannot be shown by 
standard techniques. (Even the classical scattering theory is 
"long range," i.e., the motion of the particles is not approxi
mated by the free motion for large times.) In the nonrelati
vistic case, however, we can proceed as follows. 2s We have 

Q 2 = p 2 
_ 2A.P + i div A + A 2 - (1·B , 

(6.8) 
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In the transversal gauge the long-range term A·P can be 
written as 

A(x)·P = G(x)·L. (6.9) 

L being the orbital angular momentum. A simple nonsta
tionary phase argument (cf. Ref. 24. Appendix 1 to Sec. 
XI.3) shows for \{I in a suitable dense domain 

Il(Q2-Q~)exp(-iQ~t)\{IIl<const(l+ltl> 1 26. 

(6.10) 

We have used that L commutes with Q ~ and that div A, A 2, 

O"'B, and G are of short range. Applying the Cook argument 
(cf. Ref. 24, Sec. XI.4). existence of ° ± (Q 2 ,Q ~) follows 
immediately. In the relativistic case the long-range term is 

H-Ho=u·A(x) . (6.11 ) 

Unlike (6.10), the expression 

II (H - Ho)exp{ - iHot}\{I11 (6.12) 

does not decay fast enough. Due to the "Zitterbewegung" u 
gives no contribution to the decay and the Cook argument 
has to be modified in an existence proof.26,27 (See also Ref. 28 
for a discussion of Zitterbewegung in relativistic scattering 
theory.) 

Here we shall give an abstract criterion for existence of 
(6.3) where only little more has to be checked than what is 
needed for the existence of the nonrelativistic wave operators 
O± (Q2,Q~). In the following F(') denotes the spectral 
projection of the operator to the part of the spectrum as 
indicated in the parentheses; K a.c. ( • ) is the absolutely con
tinuous subspace. 

Theorem 4: Let H.Ho be given as in (6.2), H~ 
= IHol1'. Assume that for all O<o<b< eX> and for \{I in 

some dense subset of F(a<Q~<b) K a.c. (Q~), 

and 

II (Q2 - Q~ )exp( - iQ~t)\{III<const(1 + It I) 1 + 6 

(6.13 ) 

0= lim IleiHte-iHot\{l_ c;I) ± II 
t_ ± 00 

< lim lIeiHFWte-iH\',w'Uo\{l_ Uc;I) ± II 
t- ± 00 

+ lim II(UU~ _l)e- iH\',w'Uo\{lll, 
1_ ± 00 

where (cf. Sec. III) 

U=a+(HFW ) + ia_(HFW)sgnQ' , 

o±(HFW )=(lIJ2)(l±mIHFW I 1)1/2 

( Uo defined in the same way with Q 0 ,H~ ). 

(6.17a) 

(6.17b) 

(6.17c) 

(6.18a) 

(6.18b) 

From existence of (6.16) we conclude that (6.17b) van
ishes, if 

(6.19) 

From the intertwining relations (Ref. 24, p. 17) we obtain 
for \{IEKa.c . (Ho) 

lim II {f(HFW ) - f(H~)}e - iH\',w'\{I11 = 0 (6.20) 
Itl- 00 

for any bounded, continuous function! Similarly we obtain 
for \{IE~ 

lim 1I{IQI_IQol}e-iH\',wt\{l1l =0 (6.21) 
111- 00 

since IQI = (H~ -m2)1/2=HFW '/(HFW ), where/is 
bounded. Now we can estimate (6.17c): 

II (U - Uo)e - iH\',wxll 

<1I{a+(HFW ) _a+(H~)}e-iH\',wx" (6.22a) 

+ lI{a_(HFW ) - a_(H~ )}e iH\',wxll (6.22b) 

+ II (sgn Q' - sgn Q o)e - iH\',wta_ (H~ )xll ' 
(6.22c) 

where (6.22a) and (6.22b) vanish, as I t I .... eX>. because of 
(6.20). In view of (6.21), vanishing of (6.22c) is implied by 
( 6.14) for X in the set {a = 11 Qo 1 \{II \{IE~}, which is dense in 
F(a <Q~ <b)Ka.c. (Q~). Just note that 

II (sgn Q' - sgn Q o)e - iH\',wt IQol\{l1l 

<1I(Q_Qo)e-iH\',wt\{l1l + II(IQI IQoj)e iH\',wt\{lli. 

II(Q-Qo)exp( -iH~t)\{III-O, as Itl-eX>. (6.14) This completes the proof of existence of (6.3). 

Then ° ± (H.Ho) exist, and 

o± (H.Ho) = o± (Q2,Q~)F(Ho>0) 

+ 0'F (Q2,Q~ )F(Ho<O) . (6.15) 

Proof: Equation ( 6.13) implies existence of 
0:1: (Q2,Q~) by the Cook argument. By theinvarianceprin
ciple (Ref. 24, Appendix 3 to Sec. XI.3) we conclude exis
tence of 0:1: (HFW,H~), and 

o± (HFW.H~) =!O± (Q2,Q~)(1 +1') 

+!0'F (Q2,Q~)(I-1'). ( 6.16) 

We have to show that for all \{IEKa.c. (Ho) we can find 
c;I) :I: EJY such that 
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From 

(sgnQ')HFW = -HFW sgnQ' 

we obtain 

(6.23) 

(sgnQ')O± (HFW,H~) =0=F (HFW,H~)SgnQ' 

and therefore 

O± (H,Ho) = U·O± (HFW,H~)Uo 

= (a+ -ia_ sgnQ') 

X ° ± (ao+ + ioo_ sgn Q 0) 

= ° =F (a°': - iOo
+ aO sgn Q;') 

+0=F(a°': _iao+ao sgnQ;') 

= !O± (1 + THOIHol 1) 

+ !O =F (1 - THolHol I), 

Bernd Thaller 255 



                                                                                                                                    

which together with (6.16) and 

F(Ho";eO) =!(1 ± HoIHol-l) 

finally gives the result (6.15). 0 
In the example above, Q - Qo = cx·A(x). Condition 

( 6.14) becomes 

lim IIA(x)exp{ - i~ - a + m2t }'I'II = 0 , 
Itl-oo 

which for 'I' having a Fourier transform in CO' (lR3
\ {O}) 

follows almost trivially from a nonstationary phase argu
ment. 

APPENDIX: NORMAL FORMS IN SPECIAL SITUATIONS 

Here we list the operators Q ~ in the special situations 
of Sec. II. Together with (3.26) and (3.27) this gives the 
explicit diagonal (resp. off-diagonal) form of the corre
sponding concrete Dirac operator, 

(2.1): Q2± =p2, 

(2.8): Q2± =(p-A)2_0'.B, 

(2.9): Q2± = (p - A)2 + 82B2 +8 div B 

- O'·B + 280' ·(AA B) 

- 280' ·(BAp) +i80' ·(rot B) , 

(2.10): Q~ =p2+p2E2+pdivE 

- 2pO' ·(E A p) + ipO' ·(rot E) , 

(211) Q2 _ £+ K(K+ 1) 
. : ± dr r 

_ p( 2KE(r) + deer) ) 
r dr 

+p2E 2(r) , 

(2.13): Q2± =p2±0'·grad Vex) +(m+ V(x)f. 

Since the domain questions are more delicate in the Klein
Gordon case we add a few remarks: H, as defined in (2.16) 
[cf. also (2.21), (2.22)] is self-adjoint on 

~(H) =~(n +~(TI/2)CK+ +K_. 

ThedefinitionofQ± in (3.24) specializes to 

Q2+ = T on ~(T3/2)CK +, 

Q2_ = T on ~(nCK_ 

[~ ( . ) always denotes the domain of the indicated operator 
inL 2, C means the inclusion via the identity map]. HereH 
may be diagonalized by fJ defined in (5.14). In this case 
S= T 1/\S· = T- 1/ 2 • 

The form usually found in the literature10
•
29 is obtained 

as follows: K + is unitarily mapped onto K _ by the opera
tor T 1/2. Therefore K = K + + K _ can be identified with 
L 2(R3)2. The identification map 

(
T1/2 

1= o 
is a unitary isomorphism (id denotes the identity on 
fit" _ = L 2). The operator 
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( 
TI/2 

IU= 2- 1/2 
_ TI/2 

transforms H into 

H diag = (lU)H(IU)* 

= (T~/2 _ ~1/2) 
= (((p-A)02+ m 2)1/2 0 ) 

_ (p _A)2 + m 2)1/2 ' 

which is defined in L 2(R 3)2. 
2 "'."" A.A. Remark: We may write (p - A) = D D = DD with 

D=ctl (Pi -Ai)2Y12=IP-A 1 

and apply to H diallAan inverse transformation fr -1 [defined 
as in (5.11) with D and M ± = m] to obtain the following 
"Dirac form" of the Klein-Gordon equation: 

i!!... <I>(t) = (m 1P_-mA 1)<1>(1) , 
dt IP -A 1 

with <1>(1) = fr -I IU'I'(1). 
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A new fiber bundle approach to the gauge theory of a group G that involves space-time 
symmetries as well as internal symmetries is presented. The ungauged group G is regarded as 
the group of left translations on a fiber bundle G (G / H,H), where H is a closed subgroup and 
G / H is space-time. The Yang-Mills potential is the pullback of the Maurer-Cartan form and 
the Yang-Mills fields are zero. More general diffeomorphisms on the bundle space are then 
identified as the appropriate gauged generalizations of the left translations, and the Yang-Mills 
potential is identified as the pullback of the dual of a certain kind of vielbein on the group 
manifold. The Yang-Mills fields include a torsion on space-time. 

I. INTRODUCTION 

The exploitation of the structures known as fiber bun
dles,I,2 for the formulation of Yang-Mills theories (gauge 
theories), has received a great deal of attention in recent 
years. In the conventional approach to the gauging of a sym
metry group G, one puts a connection (Lie algebra valued 
one-form) on a principal fiber bundle P(M,G) (M being 
space-time) and interprets a "gauge transformation" as a 
change of section in this bundle.3

--6 There are indications 
that this approach is not an appropriate one if G involves 
space-time symmetries, Consider, for example, Poincare 
gauge theories,7-1O affine gauge theories, 11-14 and conformal 
gauge theories. 15,16 The conventional fiber bundle descrip
tions of these theories employ ad hoc structures: second-or
der frames16 (conformal) and affine frames1- 17 (Poincare 
and affine). The translational gauge potentials on M and the 
tetrad on M turn out to be conceptually distinct entities, as 
has been pointed out by several authors6,17; this is a clear 
indication of the inappropriateness of the conventional fiber 
bundle description, in the case of space-time symmetries, In 
particular, the conventional fiber bundle description is not 
appropriate for a Poincare gauge theory. 

We present an alternative fiber bundle description of 
gauge theories that does not encounter the difficulties men
tioned above, and that provides a unified scheme for describ
ing space-time and internal symmetries, and their "gauged" 
generalizations. 

Our approach is based on the properties of the fiber bun
dles G( G / H,H), where G is a Lie group, H a Lie subgroup, 
and G / H is interpreted as space-time. The group to be 
gauged is the group G ofleft translations and a gauge trans
formation is a bundle automorphism. A connection will be 
defined essentially as a particular kind of vielbein on G. 

The idea of formulating gauge theories on a principal 
fiber bundle G( G / H,H), with G / H interpreted as space
time, is not new. It was proposed and investigated by 
Ne'eman and Regge,18,19 who studied the problem of con
structing Lagrangians on the bundle space and showed that 

the idea can be extended consistently to provide a framework 
for supergravity theories. Our scheme differs from theirs in 
several important respects; their concept of gauge transfor
mation was different from ours and their connection vielbein 
was not specialized. Further investigations into the con
struction of Lagrangians in the scheme of Ne'eman and 
Regge have been made by Perez-Rendon and Ruiperez.2o In 
the present work we shall not consider the problem of con
structing Lagrangian theories; our emphasis is on the geo
metrical structure only. 

In recent work21 we have shown how Poincare gauge 
theory can be generalized to groups other than the Poincare 
group (such as the affine, de Sitter, and conformal groups). 
The fiber bundle concept was not employed-the formalism 
dealt only with quantities defined as fields on space-time. 
The present work is a fiber bundle interpretation of these 
ideas. 

II. THE PRINCIPAL FIBER BUNDLE G(G/ H,H) 

Let G be a Lie group and H a closed Lie subgroup, The 
orbits of the right action of H on G are the left cosets gH. 
They are the fibers of the principal fiber bundle G( G / H,H) 
whose structural group is H (acting on the right). Denoting 
the general element of G by z, the left translation associated 
with an element of geG is the diffeomorphism z ..... z' = gz on 
the group manifold. On account of the associative law, the 
left translations constitute a group of diffeomorphisms on G, 
isomorphic to G. Throughout most of this work, we impose 
none of the common restrictions on G (such as semisimpli
city, compactness, and connectedness). We find that they 
are not necessary. 

Leta-: G /H-G beasectiononG(G /H,H). (Ifnoglo
bal section exists, a- can be a collection of local sections; the 
notation for dealing with this case becomes cumbersome but 
the principles we shall develop remain valid. For simplicity, 
we shall not enter into these details.) Then any element zeG 
can be uniquely expressed as a product 
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z=u(X)x, (2.1) 

withxEG /H,XElI (thepointxEG /Hisjust1TZ, where1Tis the 
canonical projection on the bundle). 

Left translations map fibers to fibers and so induce, in an 
obvious way, diffeomorphisms on G I H. This enables us to 
associate, with any left translation z' = gz, an H-valued field 
h(g,x) on G /H, defined by 

gu(x) = u(x')h(g,x) (2.2) 

(where x' denotes the image of xEG / H under the diffeomor
phism induced on G I H by z -d = gz). The geometrical in
terpretation of (2.2) is illustrated in Fig. 1, in which it is to 
be understood thatg acts on the left and h = h(g,x) on the 
right. 

We shall use a prime to denote the transform of a tensor 
field under the action of a diffeomorphism. Thus the action 
of the diffeomorphism z-d =f(z) on a p-form field 
</J = (f-l) *</J and the action on a vector field V will be writ
ten V' = (df) V. Let 'I' be a set of p-forms that transform 
linearly among themselves according to some matrix repre
sentation S of H, under the right action of H: 

'I"=S(h)'I' (z'=zh). (2.3) 

In this definition 'I' is a pseudotensorial form of type (S,1) , 
where 1) is the Lie algebra of H. In the case of scalar fields, 
(zero-forms) this prescription is equivalent to the usual con
struction of an associated fiber bundle. 3 We shall refer to a 
condition of the form (2.3) as afiber condition. A set of fields 
'I' satisfying a fiber condition is determined on the whole of a 
fiberifits value at one point of the fiberis given. For a set 'I' of 
scalar fields, the fiber condition (2.3) can be written in the 
alternative form 

(2.4) 

In the case of a set 'I' of p-forms, a set I/! of p-forms on 
G / H can be defined as the pullback 

I/! = u*'I' . 

For a set 'I' of scalar fields, this is simply 

I/! (x ) = 'I'(u(x») 

(2.5) 

(2.6) 

and the fiber condition (2.3) then leads to the transforma
tion law 

I/!(X') =S(h(g,x»)I/!(x) (2.7) 

under the action of a left translation z' = gz. 
Equations (2.2) and (2.7) are essentially the funda

mental relations of the theory of nonlinear realizations.22-24 

In the present interpretation, G / H is a space-time. Then 
(2.7) is the active transformation law of a set of physical 

FIG. 1. The geometrical interpretation of (2.2). 

x. x' 
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fields under the action of both space-time symmetries and 
internal symmetries. The subgroup I whose left action does 
not affect the points of G / H is the maximal subgroup of H 
that is an invariant subgroup of G. The group of diffeomor
phisms on G / H induced by the left action of G is isomorphic 
to G /1. 2 The group I can be interpreted as an internal sym
metry group and Gil as a space-time symmetry group. The 
reasonable candidates for G /1 are the Poincare group (with 
G / H Minkowski space), the conformal group (with G / H 
Minkowski space, or, in the case of the "full" conformal 
group including inversions, Minkowski space augmented by 
a "light cone at infinity"2S), the de Sitter group26,27 (acting 
on de Sitter space G / H), and the affine group (with G / H a 
metricless four-space which can, however, in a dynamical 
theory, acquire a metric as a Goldstone field when the affine 
symmetry is broken28.29 ). 

III. DIFFERENTIAL GEOMETRY OF A GROUP 
MANIFOLD 

In order to proceed further, we shall need to review 
briefly the elementary concepts from the differential geome
try of a Lie group. The reader will almost certainly be famil
iar with these concepts, which are well known. However, our 
method of presentation is somewhat novel; it is aimed at 
establishing the results we shall need in the most rapid possi
ble way. 

Denote the general point of the manifold of a Lie group 
G by z. Denote an element of G regarded as an operator that 
acts on the group manifold (by left or right multiplication) 
by g. Of course, every element is simultaneously a point of 
the manifold and an operator on the manifold, but the con
ceptual distinction is, nevertheless, a useful one. Let e denote 
the unit element. Put a coordinate system on the group mani
fold and use the letters M,N, ... for holonomic indices (so that 
the coordinates of z will be written:?t ). Call this the "main" 
coordinate system. In addition, introduce an extra coordi
nate chart U, containing e, and use the letters A,B, ... for 
coordinate labels in U. 

In terms of coordinates, an infinitesimal left translation 
z' = gz is given by Ft = ~ - aA (aA infinitesimal), Z,M 
= (gZ)M = ~ _ ~ LA M, where 

LAM(Z) = a(gz)M I . (3.1) 
aft g=e 

Write L for the matrix whose matrix elements are LA M and 
write LMA for the matrix elements of L -1. The quantities 
LA M are the components ofa vielbein (linear frame) on the 
group manifold, which we shall call the left vielbein. The 
vector fields LA = LA M aM (aM = a /a~) provide a basis 
for the tangent space to G at each point, and the dual basis for 
the contangent space is provided by the one-forms 
LA =d~ LMA. 

Under a change of the main coordinate system, L ~M (z') 
= LA N (z)az,M lazH. Under a change of the coordinatiza

tion on U, L ~ M = KA B LB M, where K is a constant matrix 
(KAB=agB/ag,Alg=e)' This corresponds to a change of 
basis of the Lie algebra (see below). The indicesA,B, ... have 
taken on the role of anholonomic indices. 

In an exactly analagous manner, we can define 
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(3.2) 

Write R for the matrix whose matrix elements are RA M and 
writeRM

A for the matrix elements of R -I. We have a right 
vielbein consisting of the vector fieldsRA = RA M aM and the 
dually related one-formsRA = dzM RMA. 

A left-invariant vector field X is one for which X' = X 
under any left translation. The left-invariant vector fields are 
the linear combinations of the vector fields RA , with con
stant coefficients. In particular, the vector fields RA are left 
invariant,soRAM(z') ;:::: RAN(Z)az,M fa? (z' =gz). There
fore, for a left translation, 

az,M 
--= [R -1(z)R(z')]NM (z' =gz). (3.3) 
a? 

Similarly, right-invariant vector fields are linear combina
tions of LA' and, for a right translation, 

a,M 
_z_= [L -1(z)L(z')]NM (z' =zg). (3.4) 
a? 

Now let S be a matrix field on G, providing a matrix 
representation of G. The generators of the representation are 
the matrices 

GA = as(g) I . (3.5) 
agA g=e 

Differentiating S(gz) = S(g)S(z) with respect to gA and 
setting g = e, we get 

LAS = GAS. (3.6) 

Similarly, 

RAS=SGA · 

Hence 

S-IGAS=DABGB , 

where D is the matrix field 

D=LR -I. 

(3.7) 

(3.8) 

(3.9) 

It is obvious from (3.8) that the matrices D provide a repre
sentation of G. It is of course the adjoint representation. 
Write C A for its generators and define the structure constants 
of G in terms of the matrix elements of the C A : 

CABC=(CB)AC, (3.10) 

Now write (3.8) in the form GAS(g) = DA C (g)S(g)Gc , 
differentiate with respect to gB and set g = e, and we obtain 
the familiar commutation relations 

(3.11 ) 

From (3.6) and (3.7) we now readily derive the commuta
tion relations satisfied by the left and right vielbeins: 

[RA,RB ] =CABCRc , 

[LA,LB ] = -CABCLc , 

( 3.12) 

(3.13 ) 

(3.14 ) 

These equations are the infinitesimal forms of the transfor
mation laws of the left and right vielbeins under left and right 
translations. The finite forms are 
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L~ =DAB(g-I)LB' R~ =RA (z' =gz); 

L~ =LA, R~ =DAB(g)RB (z' =zg). 

(3.15 ) 

(3.16) 

(For example, under the left translation z' = gz, 
L~M(Z') =LAN(Z) [R -1(z)R(z')]NM, and 
L(z)R -1(z)R(z') = D(z)D -1(z')L(z') = D -1(g)L(z'). 
This establishes the first of the above transformation laws. 
The others are proved similarly.) 

The algebra of left-invariant vector fields, defined 
through the commutator product rule (3.12), is the Lie alge
bra of G. Because of (3.11), the generators of any matrix 
representation of G provide a matrix representation of the 
Lie algebra. 

The RMA are the components of the Maurer-Cartan 
form. This is the Lie-algebra valued one-form () which, in 
any matrix representation of the Lie algebra with generators 
GA, is represented by RA GA' From (3.7) we have 
aMs = RMASGA and thereforeRMAGA =S-I aMs. This 
can be written in a more abstract form, without reference to 
any particular representation, simply as 

()=z-ldz. (3.17) 

From (3.15) and (3.16) it follows that 

R,A =RA (z' =gz) , 

R,A=RBDBA(g-l) (z'=zg) , 
(3.18 ) 

which mean that the Maurer-Cartan form is left invariant 
and transforms under right translations according to the 
coadjoint representation (DT) -I. With the aid of (3.8) this 
behavior of the RA under right translations can be formulat
ed asR ,AGA = S(g)RA GAS(g-I), or, without reference to 
any particular representation, ()' = g()g-I. Thus we obtain 
the transformation laws of the Maurer-Cartan form under 
left and right translations: 

()'=() (z'=gz), ()'=g()g-I (z'=zg). (3.19) 

[These laws can also be derived directly from the definition 
(3.17). We have ()'(z') = ()(z) under any diffeomorphism. 
In particular, under z' =gz, ()'(z) = ()(g-IZ) 
= z-lgd(g-lZ) = Z-I dz = ()(z), and under z' = zg, () '(z) 
= ()(zg-I) =gz-Id(zg-l) =g()(Z)g-I.] 

In our notation, the Maurer-Cartan equation, in terms 
of components, is 

(3.20) 

It is equivalent to the commutator relation (3.12). 
The (anholonomic) components of the Cartan metric 

on Gare 

YAB = -trcAcB = -CEAFCFBE 

They satisfy 

(3.21) 

YAB =DACDBDYCD' (3.22) 

Proof Apply (3.8) in the form GAS = DAB SGB to the 
case where S is itself the adjoint representation. We get im
mediately 

CAB EDE C =DAEDBFCEFC 

and (3.22) follows. The quantity 

CABC = CAB DyDC 
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is completely skew symmetric (CABC = - CAB D trcDcC 
= - tr [CACB ]cc, which is easily seen to be completely skew 

symmetric). The equation C ABC + C ACB = 0 is in fact the infini
tesimal form of (3.22). The holonomic components of the Car
tan metric are 

YMN =LMALNBYAB =RMARNBYAB' (3.24) 

The two alternative expressions are identical on account of 
(3.22). Since the LA are right invariant and the RA left in
variant, the holonomic metric is both left and right invar
iant. In other words, the left- and right-invariant vector 
fields on G are Killing fields for this metric. 

IV. REFERENCE SYSTEM ON G(G/H,H) 

Suppose that coordinate systems are given on G IH and 
on H. Let Xi denote the coordinates of a general point x 
eG I H and let Xm denote the coordinates of a general point 
XeH (the letters i, j, ... will be used throughout as holonomic 
indices for G IH, and the letters m,n, ... will be used as holon
omic indices for H). With reference to a chosen section (T, 
the prescription (2.1) induces a coordinatization of G, wher
eby z is given the set of coordinates 

zM = (xi,Xm ) • 

The splitting of the holonomic indices 

M= (i,m) 

(4.1 ) 

(4.2) 

corresponds to the local homeomorphisms between 
G( G I H,H) and (G I H) ® H. A similar splitting of the anho
lonomic indices, 

A = (a,a) (4.3) 

can also be introduced. Put an extra coordinate chart Von 
G I H, containing 1Te, and an extra coordinate chart Won H, 
containing «(T1Te) - 1. We use the letters a,,8 ... as coordinate 
labels for V and the letters a,b, ... as coordinate labels for W. 
The prescription (2.1) now determines a coordination of 
U = {zeG:1TzeV, (U1TZ) -leW}, wherebygeUisassigned the 
set of coordinates 

gA = (~,g") . (4.4) 

[It is possible to be slightly more general and to use different 
sections for establishing the coordinatization (4.1 ) of G and 
the coordinatization (4.4) of U.] 

A reference system set up according to the above proce
dure is adapted to the fibration in a particularly useful way. 
We shall call such a reference system canonical. Transfor
mations relating different canonical systems consist of coor
dinate changes in G I H and in H, and changes of section. Of 
particular importance among the possible changes of the ca
nonical reference system are changes of basis of the Lie alge
bra 

G~ =KABGB , (4.5) 

where K has the special form 

(4.6) 

We shall refer to this as a K trans/ormation. 
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By splitting g and zg according to the precription (2.1) 
it is not difficult to deduce from the definition (3.2) of the 
right vielbein that 

R/ = 0 (4.7) 

in a canonical system. This implies (through RR -1 = 1) 
that 

Rma=o. (4.8) 

Thus in a canonical reference system the sets of compo
nents of the right vielbein and of the Maurer-Cartan form 
have the reduced forms 

(4.9) 

[where, of course, the matrix (Ria) is the inverse of (Ra i), 
and the matrix (Rm a ) is the inverse of (Ra m ) ]. 

Equation (4.7) means that the vector fields Ra are tan
gential to the fibers. They are the "vertical" left-invariant 
vector fields. 

The commutation relations (3.17) in conjunction with 
( 4. 7) imply that Cab r = 0 in a canonical system 
[Cab r R/ = Cab CRc i = Ra M aMRb

i - Rb M aMR/ = 0]. It 
will be useful to display the commutation relations (3.11) in 
the more specific form21 

[Ga,Gp ] = caprGr + capcGc , 

[Ga,Gp ] = caf3rGr + caf3cGc , (4.10) 

[Ga,Gb ] =CabcGc' 

The Cab c are just the structure constants of the subgroup H. 
The vectors Ra span at each point of the bundle space G 

a "horizontal" subspace of the tangent space. Considering 
the Lie algebra as a vector space, the left-invariant vector 
fields Ra (represented by the Ga ) span a subspace (not in 
general a Lie algebra) that we shall call the translational part 
of the Lie algebra of G. These concepts are not, in general, 
invariant concepts: horizontal vectors are not necessarily 
mapped to horizontal vectors under the (right) action of the 
structural group H of the bundle, and the translational part 
of the Lie algebra can be changed by a K transformation. 

Now consider the adjoint representation of G, restricted 
to the subgroup H. On account of Cab r = 0, we have 

(4.11 ) 

The matrices (Da b (h») are the matrices of the adjoint repre
sentation of H and the matrices (DaP (h») provide a special 
matrix representation of H with the dimensionality of G I H. 
If Da b (h) = 0 for all heH or if all theDa b (h) can be trans
formed away by aK transformation, the space G I His called 
reductive. In that case, there is a canonical system in which21 

Cac b = o. (4.12) 

The commutator [Ra ,Rc] is then a linear combination of 
the Rp; the horizontal spaces are preserved by the (right) 
action of the structural group Hand we have a "connection" 
in the Ehresmann sense on the fiber bundle G( G I H,H). The 
components RQ of the Maurer-Cartan form of G are the 
components of the connection one-form of this Ehresmann 
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connection. Thus the components R a comprise a connection 
one-formonG(G /H,H) ifandonlyifG /Hisreductive (see, 
for example, Kobayashi and Nomizu/ p. 103). In our 
scheme, we shall not insist that G / H be reductive. Indeed, 
the case when G /H is not reductive is especially interesting. 

V.INFINITESIMAL GENERATORS AND COVARIANT 
DERIVATIVES OF FIELDS ON G/H 

Let 'I' be a set of scalar fields on G, satisfying a fiber 
condition (2.3). We define theoperatorsM ... and Q ... , which 
act on the pullback 'I' = q*qt as follows: 

M ... f/! = u*(LA '1') , (5.1) 

(5.2) 

An infinitesimal left translation Z,M = ~ - aA L ... M 

induces a diffeomorphism on G / H given by 

(5.3) 

[It is instructive to note that the fact that the quantities L ... I 
are functions ofx only,L ... I = L ... I (x) independent of X, can 
be inferred from the commutation relations (3.14) together 
with (4.7); we have 

Ra m amL/ = Ra M aMLA I - LA M aMR/ 

= [Ra,LA]I=O. 

SoamL ... 1= 0.] Under the diffeomorphism (5.3), the trans
formation law of f/! is 

{N=aAM ... f/!. (5.4) 

This is the infinitesimal form of the nonlinear transforma
tion law (2.7). The M... are the generators of infinitesimal 
left translations, for the nonlinearity transforming f/!. Inter
preting G /H as space-time, the transformation laws (5.3) 
and (5.4) give the action of a space-time symmetry, or com
bination of a space-time symmetry and an internal symme
try, on the points of space-time and on physical fields [for 
example, if Gis SO(4,2) andH the ll-parameter subgroup 
corresponding to the subgroup of the conformal group that 
consists of Lorentz rotations, dilatations, and special confor
mal transformations, we will get the action of the conformal 
group on Minkowski space-time and on physical fields30

]. 

Since the fields L ... 'I' satisfy a fiber condition 
(L ... '1')' = S(h)L ... 'I' (z' = zh) (a consequence of the right 
invariance of the L ... ), the action of M ... on MBf/! is well 
defined. We have M ... MBf/! = q*(L ... L B '1'). Therefore the 
operators M ... satisfy the same commutation relations as the 
L ... : 

[MA,MB] = -c ... BcMc ' (5.5) 

Similarly, since the fields R ... satisfy a fiber condition 

(RAqt)'=DAB(h)S(h)RAqt (z'=zh) 

[a consequence of the transformation law of the R... under 
the right action of H, given by (3.16)], we can deduce that 
Q ... QB 'I' = q* (R ARB '1') and therefore that the operators 
Q ... satisfy the same commutation relations as the RA : 

o 0 CO 
[QA,QB] = CAB Qc· (5.6) 

In a similar manner, we can deduce also that 
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(5.7) 

The fiber condition on R ... 'I' leads immediately, as a con
sequence of the considerations of Sec. II, to the following 
transformation law of the fields Q... under a left translation: 

(QA f/!)'(x') = DA B(h(g,x) )S(h(g,x»)(QBf/!) (x) 

(z' =gz). (5.8) 

For reasons that will become apparent, we shall call Q ... f/! a 
covariant derivative of f/!. [For the present, observe only that 
Q ... f/! is constructed from the field f/! on G / H and its deriva
tives a I f/! and that Q ... f/! transforms under the group G of left 
translations homogeneously, in spite of the fact that the 
transformation matrixS (h (g,x) ) isx dependent. These prop
erties are characteristic of a covariant derivative.] 

Finally, note the relation 
B 0 

MA = DA (q)QB' (5.9) 

which is a direct consequence of the definitions of the opera
tors M ... and Q .... 

VI. A CONNECTION ON G/H 

We define the connection on G / H, associated with the 
group G of left translations, to be the pullback of the 
Maurer-Cartan form, 

(6.1 ) 

Since 1I'q = 1, the components of q(x) have the form 
~ (x) = (Xl ,~ (x»). The section is determined by the func
tions ~ (x). In terms of components, the definition (6.1) 
has the more explicit form 

t/(x) = ~.IRMA(q) = R/(q) + ~IRm "'(q) . 
(6.2) 

In particular, the components of the translational part of the 
connection are 

(6.3) 

The inverse (ea
l
) of the matrix (el

a
) provides a set of com

ponents of a vielbein on G / H. Since we are interpreting G / H 
as a space-time, they are the components of a tetrad. 

Let us define the matrices 

(6.4) 

where the G A are the generators of any matrix representa
tion S of G. In terms of the matrices (6.4), the definition 
(6.2) can be written as tl = ~ .IRM'" (q)G .... But from 
(3.7) wehaveRM '" (q)G ... =S-I(q)S.M(q), so 

t; = ~.IS -I (q)S.M (q) = S -I (q)aIS(q) . 

So we can write, symbolically without reference to a particu
lar representation, 

(6.5) 

Since the Maurer-Cartan form is left invariant, and 
since the section is not changed when a left translation is 
applied, the connection t is left invariant, 

t' = t (z' = gz) . (6.6) 

Therefore 

E. A. Lord and P. Goswami 262 



                                                                                                                                    

r.'(x') = r.(x') = (O'(X,»)-I aO'(X) 
" ax" 

= ax
j
. (hO'-lg-l)a.(gO'h -I) 

ax" ) 

= axj.(h(O'- 1 ap)h -I + h ajh -I). 
ax" 

The transformation law of the components of r under a left 
translation, under which they remain invariant, is therefore 

o 0 axj 
0 

r/(x') = r;(x) = --. (hrjh -I - ajh'h -I), (6.7) 
ax" 

where 

h = h(g,x) (6.8) 

is given by (2.2). 
An alternative form of this transformation law is 

r'/(x') = r/(x') 

= ax
j 

(rB(x)D A(h -I) 
ax';) B 

+ aj(h -')m'Rm A(h -I»). (6.9) 

That this is equivalent to (6.7) can be verified as follows. 
Multiply (6.9) by GA and apply (3.8) to the first term. For 
the second term, we employ (3.7) in the form R M

A
-

GA = S -IS. M • This implies 

aj(h -I)m Rm A(h -I)GA 

= aj(h -')mS(h)amS(h -I) = S(h) ajS(h -I) . 

Equation (6.9) has now become 

r/(x') = r;(x') 

= axi(S(h)rj(x)S(h -I) +S(h)ajS(h -I»), 
ax" 

which is just (6.7) evaluated for a particular representation 
S of G. A direct derivation of (6.9) is rather more complicat
ed. We have 

and 

a(gO'h ~I)M RMA(O'(X'») 
ax) 

= a(oh ~I)N a(gO'h -I~ RMA(O'(X'») 
ax) a(O'h -I~ 

= [ae? a(O'h -I~ + a(h -I)m a(O'h -I~] 
axj ae? axj a(h -I)m 

X [R -'(O'h -')R(gO'h -I~NMRMA(O'(X'»). 

The transformation law (6.9) implies the transformation 
law 

0, a( ') _ 0 a( ') _ ax
j 

0 f;JD a(h -I) e· x-e· x - -- e· f;J , , ax'; ) 
(6.10) 

for the tetrad components, under the action of a left translation. 
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The Maurer-Cartan equation implies a zero curvature 
for the connection on G / H, 

o A 0 A 0 BO C A 
a;rj -ajr; +r; rj CBC =0. (6.11) 

Proof: Let R t'N(O') denote aNR t evaluated at O'(x). 
Then 

a;r1- ajr: = a;(uM-jRt(O'») - aj(uM.;Rt(O'») 

= uM-j~.;(R t'N(O') - Rt'M(O'») 

= uM';~'jR ~(O')R ~(O')CBCA 
o BO C A 

= rj r; CBC . 

We are now in a position to obtain a more explicit 
expression for the covariant derivative QA tP of a field on G / 
H. We have 

QAtP=O'*(RA'II) =RAM(O')'II.M(O') , (6.12) 

where 'II'M (0') denotes aM'll evaluated at the point O'(x), so 
that 

a;tP = a; 'II (0') = (a;uM)'II.M(O') 

= 'II.; (0') + (a;~)'II'm (0') . (6.13) 

Differentiate the fiber condition 'II(z) =S(h)'II(zh) with 
respect to ha and set h = e. We got 0 = Ga'll + Ra 'II 
= Ga'll + Ra M aM'll (where the Ga are the generators of 

the matrix representation S of H). Hence 

(6.14) 

By substituting (6.13) and (6.14) into (6.12), we find 

QatP = hatP = e/h;tP, h;tP = a;tP + r;aGatP, ( 6.15) 

and 
(6.16) 

Observe that, although h; looks like a convariant deriva
tive associated with the group H, in general it is not. This phe
nomenon was encountered already in our earlier work.21 The 
present fiber bundle description gives a much clearer geometri
cal insight into what is happening. The Qa tP and Qa tP are two 
pieces of a single geometrical entity, which transforms accord
ing to the transformation law (5.8). Only when G/H is reduc
tive do these two pieces transform independently and in that 
case D; tP transforms like a true covariant derivative for the 
subgroup H of the group G of left translations. 

VII. METRICS INDUCED ON G/H 

In certain circumstances the diffeomorphisms induced 
on G / H by left translations on G are closely related to natu
rally arising metrical properties of G /H. 

The most straightforward case arises when G is semi
simple, so that the Cartan metric r AB has an inverse yAB , and 
in addition the submatrix yz/J is nonsingular (we shall de
note its inverse by 1Jaf;J)' We can in that case define a nonsin
gular rank 2 tensor field on G / H, 

t j = yABLA ;LBj = yABR/R/ = yz/JR/R/ = yztJea ie/, 
(7.1) 

Since the quantitiesLA ; depend only on x, thegij are indeed 
uniquely defined on G /H. The fact that the vectors RA are 
left invariant ensures that the t j are invariant under the 
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diffeomorphisms induced on G I H by the left translations. 
These diffeomorphisms are therefore isometries for the met
riconGIHwithcomponentsgij =ei

ae/1JaP' TheLA
i are 

the components of a set of Killing vectors on G I H. The 
transformation law of the metric of G I H under left transla
tions (under which the components remain invariant) is 

gij(x') =g'ij(x') = a7!'. axlgkl(X) . (7.2) 
ax" ax'} 

An example of an induced metric of this kind is the metric of 
de Sitter space G IH, where Gis SO(4,1). 

If the conditions on G that lead to the above construc
tion of a metric on G I H are not satisfied, there may neverthe
less exist a constant nonsingular matrix 1Jap such that21 

Da Y(h)Dp 6(h)1Jy6 = p(h)1JaP (7.3) 

for every hell (p is therefore a one-dimensional representa
tion of H). In that case we can regard 

(7.4 ) 

as the components of a metric on G I H. It is left invariant 
because the tetrad is; under left translations g'ij = gij' But 
the diffeomorphisms on G I H induced by left translations are 
not, in general, isometries because the transformation law of 
gij under left translation is not the usual tensor transforma
tion law (7.2). The transformation law (6.10) of the tetrad 
gives 

g' .. (x') =g .. (x') =p-l(h(g,x») aXk. axl. gkl(X). (7.5) 
IJ lJ ax" ax'} 

In the simplest case, p = 1 and the left translations induce 
isometries. An example of this is the action of the Poincare 
group on Minkowski space. More generally, the left transla
tions induce conformal mappings on G I H. Examples are the 
action of the conformal group SOC 4,2) on Minkowski space 
and the action of the conformal group SO ( 4,2) on de Sitter 
space. These two cases are related by a K transformation. 

Finally, there are cases in which a metric cannot be in
duced on G I Hby the above method because no 1Jap with the 
required property exists. An example of this is the action of 
the affine group on space-time. 

VIII. GAUGING THE LEFT TRANSLATIONS 

Up to this point, we have dealt only with the formalism 
associated with the ungauged group G of left translations. 
We shall now introduce those diffeomorphisms on G that 
can be regarded as the gauged generalizations ofleft transla
tions. 

Observe first that the (ungauged) left translations are 
just those diffeomorphisms z -+ z' on G that satisfy 

(8.1 ) 

We now define a gauge transformation to be a bundle 
automorphism, that is, a diffeomorphism z -+ z' on G that 
satisfies 

z'h = (zh)', for all hell. (8.2) 

(This concept of gauge transformation appears in the work 
of Atiyah, Hitchin, and Singer,31 but we have abandoned the 
requirement that the action induced on base space shall be 
trivial. ) 
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It then follows that the gauge transformations are just 
those diffeomorphisms on G of the form 

z' =g(x)z, (8.3 ) 

where x = 1TZ andg(x) is a G-valued function on G IH. [As 
proof, define g(z) =Z'Z-I. Then (8.3) implies 
g(z) = g(zh), for all hell. Sog(z) is constant on each fiber. 
We have a G-valued functiong(x) = g(z) on G IH.] 

Observe that the form (8.3) of a gauge transformation is 
in agreement with the elementary concept of gauging a sym
metry group, due to Yang and Mills; the group action is 
generalized by allowing the group elements to be space-time 
dependent. 

It is important to note that not every G-valued field g(x) 
on G IH defines a gauge transformation through (8.3). In 
general, a mapping on G of the form (8.3) will not even be 
one-to-one. 

The geometrical meaning of (8.2) is that the gauge 
transformations are those diffeomorphisms on G that map 
fibers to fibers and preserve the action of the structural 
groupH ofG(G IH,H). That is, two points on the same fiber 
related to each other by right multiplication by hell will 
have two images related in the same way. 

The prescription (2.2) generalizes immediately to the 
case of a gauge transformation. Simply replace g by g(x) in 
(2.2). Figure 1 now illustrates this more general situation. 
In other words, a gauge transformation induces a diffeomor
phism x-+x' on G IH and specifies a unique H-valued field 
h (x) on G I H, through the prescription32 

hex) = (u(X'»)-lg(X)U(x) . (8.4) 

Conversely, any diffeomorphism x-+x' on G IH together 
with any H-valued field hex) on G IH determine a unique 
gauge transformation z' = g(x )z, through the prescription 

g(x) = u(x')h(x) (U(X»)-I. (8.5) 

In Sec. II we obtained the transformation law of a field t/J 
on G I H, defined as the pullback of a scalar field 'I' on G 
satisfying a fiber condition. This transformation law general
izes immediately: the transformation law of t/J under a gauge 
transformation is simply 

t/J'(x') = S(h(x»)t/J(x) . (8.6) 

Consider now the infinitesimal gauge transformations. 
We have already seen that an infinitesimal (ungauged) left 
translation Z,M = ~ - AM is generated by an infinitesimal 
vector A that is right invariant, 

[RAoA] =0, 

or, equivalently, 

A = aALA (aA const) . 

(8.7) 

( 8.8) 

An infinitesimal gauge transformation is generated by an 
infinitesimal vector A that is invariant under the right action 
of the subgroup H, 

[Ra,A] = 0, (8.9) 

or, equivalently, 

A=aALA (aA=aA(x»). (8.10) 

The effect of an infinitesimal gauge transformation on 
the points of G I H and on the fields t/J on G I H is obtained as 
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follows. Define AM = AM (u). Then the diffeomorphism 
x -+x' induced on G / Hby an infinitesimal gauge transforma
tion Z'M=~ _AM =~ -aA(x)LA

M is X,i=Xi _Ai 

(note that N is dependent only on x anyway, so in fact 
Ai = N ). The transformation law of a scalar field '11 on G is 
8'11 = AM aM'I1 so the infinitesimal form of (8.6) is 
8t/J = u*(AM aM 'I1) = aA MA t/J. Alternatively, regarding 
the AM as the (space-time-dependent) parameters rather 
than the aA , 8t/J = AM '11. M (u). Employing formulas (6.13) 
and (6.14) we find 

8t/J = Ai ait/J - €'Ga t/J, 

where 

(8.11 ) 

€' = (A M -A iuM.i)RMa(u) = (A m -A i~'i)Rm a(u). 
(8.12) 

The form (8.11) of the transformation law of t/J emphasizes 
the fact that a gauge transformation consists of a general 
diffeomorphism on the space-time G / H together with a 
space-time-dependent element of H. The geometrical expla
nation of the peculiar form of the parameters €' is given by 
Fig. 2; the vector A can be built up from a component tangen
tial to the section and a vertical component E. The €' are the 
anholonomic components of E. 

IX. DIFFERENTIAL GEOMETRY OF A VIELBEIN 

As a preliminary to the construction of a connection and 
curvature associated with our gauge transformations, we 
shall consider the differential geometry of a vielbein field on 
a differentiable manifold. 

Denote the coordinates of the general point of a mani
fold by ~ (M,N holonomic indices; A,B, ... anholonomic in
dices). Let E be the matrix of components E A M of a vielbein 
and denote the matrix elements of E -I by EM A . The vielbein 
vector fields are EA = EA M aM and the dually associated 
one-form fields are EA = d~ EM A . The components fi AB C 

of the "object of anholonimity" are defined by 

[EAOEB] =fiABCEc . (9.1) 

Using the vielbein components to convert anholonomic in
dices to holonomic indices and vice versa, in the usual way, 
we have 

aMENA - aNEMA = - fiMNA . (9.2) 

Under the action of an infinitesimal diffeomorphism Z,M 
= zM - AM, the transformation law of the vielbein is 

8EA = [A,EA ] , 

which leads to 

8EM
A =~MAA 

where 

Ai 
x x' 

(9.3) 

(9.4) 

FIG. 2. The geometrical explanation ofthe 
form of the parameters E" . 
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(9.5) 

Observe incidentally that the fiMBA are the anholono
mic components of the linear connection whose holonomic 
components are 

rMN
P= (aNEMA)EAP= -EMAaNEAP. (9.6) 

The operator ~ M is then a covariant derivative operator. 
We have, for example, for a contravariant vector AP

, 

~MA p=aMA P + ANr MNP. (9.7) 

The linear connection (9.5) has vanishing curvature but 
nonvanishing torsion fiMN

P
• With respect to this connec

tion the manifold is a "space of distant parallelism." 
When the manifold is the manifold of a Lie group G, the 

fields GAB C = fi AB C - CAB C are of particular importance. 
We have 

[EA,EB ] -CABCEc = GABCEc 

or equivalently, 

(9.8) 

aMENA-aNEMA+EMBENcCBCA= -GMN
A . (9.9) 

Note that GMM A vanishes for the right vielbein. The trans
formation law (9.4) can be rewritten in the form 

8EM
A = ANGMN

A + VMAA , 

where 

V MAA = aMAA - ABEMCCBCA. 

(9.10) 

(9.11 ) 

X. CONNECTION AND CURVATURE FOR THE GAUGE 
TRANSFORMATIONS 

We shall now show how the formalism of our earlier 
work21 on the gauging of a group G of space-time and internal 
symmetries arises as a particular case of the fiber bundle geom
etry.33 

Define a connection on G( G / H,H) to be the set of one
forms EA dual to a vielbein E A on the group manifold G, satis
fying the following two conditions. 

( 1) The vielbein satisfies the same fiber condition as the 
right vielbein, namely 

E~ =DAB(h)EB (z' =zh), (10.1) 

for every heH [see (3.16)]. 
(2) The vertical vectors of the vielbein are the same as 

those of the right vielbein (Ea M = RaM). Thus in a canonical 
reference system the components of the specialized vielbein and 
its dually associated connection are 

E/). 
R a 

m 

(10.2) 

The above two conditions are gauge invariant. The 
gauge invariance of (1) follows simply from the fact that 
gauge transformations, by definition, commute with the 
right action of H. Condition (2), Ea = Ra, transforms to 
E ~ = R ~ (under a gauge transformation z-+z'). But by 
(8.9), the Ra are invariant, R ~ = Ra. 

We call the set of two-forms whose components are 
GMN A the curvature associated with the connection EA. The 
infinitesimal form of the transformation law (10.1) is 
[Ra,EB ] = CaB C Ec. Since Ra = Ea, this implies that 
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GaB C = O. Therefore GmN C = E!EfvGAB C = O. Thus the 
only nonvanishing components of the curvature are G;/. 

We define the connection on G / H to be the pullback of 
the connection on G, 

r A =U*EA. (10.3) 

Its components are 

r/ = uM.iEMA(U). (10.4 ) 

In particular, 

ei
a = rt = Eia(u) (10.5 ) 

defines a tetrad on the space-time G / H. Because ofthe con
ditions ( 1) and (2), the EM A are completely determined by 
the r/. 

We define the curvature on G / H to be the pullback of 
the curvature on G. Its components are 

uM'i~.jGMNA(U) = G/(u) . (10.6) 

Observe that 

So 

air/ = ai (uM.jEM
A (u») 

= uM-jiEMA(U) + uM-j~'iEAM'N(U) . 

air/ - ajr/ = uM'j~'i(E-t'N(U) - Et'M(U») 

= uM-j~'i(GMNA(U) 

-E~(u)E£(u)CBCA) . 

Therefore the components of the curvature on G / H are giv
en by 

air/ - ajr/ + r/r/cBc
A = - G/ (10.7) 

[it is convenient to drop the argument, writing simply G;/ 
to mean G;/ (u)]. 

Denote the components of the pullback of the object of 
anholonimity by FAB c. The quantities Fij a and Fij a defined 
by 

F;/ = e/e/Fp/ (10.8) 

are the components of the H torsion and the H curvature. 21 

The infinitesimal vector field AM that generates an in
finitesimal gauge transformation has anholonomic compo
nents A A = A M EM A . Since this vector field is invariant un
der the right action of H, it is completely determined by 
either AM = AM (u) or by AA = AA (u), either of which can 
be regarded as the set of (space-time-dependent) parameters 
of the infinitesimal gauge transformation. The transforma
tion law for the components of the connection on G / H under 
an infinitesimal gauge transformation are now easily found. 
We have 8r/ = uM. i8E MA = uM.iAA.M(U) -A Br/FBC

A 

(from 9.4). Therefore 

8ri
A = 9J iA

A
, 

where 

9J iA
A = aiA A -A BricFBCA . 

An alternative form of (10.9) is 
~ A 1A l' A Uri = Vi/l, -/I, JGji , 

where 

ViA A = aiA A - A Bri CCBC
A 
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(10.9) 

( 10.10) 

(10.11 ) 

(10.12) 

(note that Ai = A a ea i ). An alternative set of parameters for an 
infinitesimal gauge transformation consists of the Ai and the 
components €' of the vertical vector introduced in (8.12) and 
Fig. 2. We have 

~= (AM-AiuM'i)EMA(u) =AA_Air/ (10.13) 

( which satisfies ~ = 0). This relation appeared already in our 
earlier work. The fiber bundle formalism gives it a very clear 
geometrical meaning. In terms of these parameters, 

( 10.14) 

This shows that r/ transforms like a one-form under the 
diffeomorphism on G / H induced by a gauge transformation, 
and "like a Yang-Mills potential for an internal symmetry 
group G" under the action of the H-valued field on G / H 
associated with the gauge transformation. The transforma
tion law under a finite gauge transformation is therefore a 
straightforward generalization of the transformation law 
given in Sec. VI for the "trivial" connection ti under left 
translations. A finite gauge transformation consists of a gen
eral diffeomorphism x-x' on G /H and an H-valued field 
h = h (x) on G / H, according to (8.4). The transformation 
law of the components of the connection on G / His 

In particular, the tetrad transforms according to 

e,.a(x') = ax
j 

e.P(x)D a(h -1) . 
I ax" J P 

(10.15 ) 

(10.16) 

(10.17) 

The transformation law of the curvature G ij A on G / His 

G, .. A(X') = axk ax! G BD A(h -1) (10.18) 
IJ ax,i ax,j k! B 

or equivalently, for Gij = Gij A GA = Gij a Ga + Gij a Ga, 

G' .. (X') = axk aX! hG .. (x)h -1. (10.19) 
IJ ax,i ax,j IJ 

It can be shown that ifG/H is reductive, the Fij A transform 
like the Gij A . Otherwise, they have a complicated inhomo
geneous transformation law. If the translational part of the 
Lie algebra is Abelian, then Fij = Gij' 

In cases when a nonsingular matrix 'YJa{3 satisfying the 
conditions of Sec. VII exists, iffollows from (10.17) that the 
transformation law of the G /H metricgij = eiae/'YJaP is 

, (') (h -1) axk ax! () g .. x=p --.--.gk!X. 
IJ ax" ax'J 

( 10.20) 

Thus, in general, in such cases gauge transformations induce 
Weyl (scale) transformations on the space-time metric, as 
well as diffeomorphisms. 

E. A. Lord and P. Goswami 266 



                                                                                                                                    

XI. THE GENERALIZED COVARIANT DERIVATIVE 

The covariant derivative operator associated with (un
gauged) left translations introduced in Sec. V is readily gen
eralized to a derivative operator covariant under gauge 
transformations. We simply define 

QAt/!=u*(EAIV). (11.1) 

Since the EA satisfy a fiber condition, the action of QA on 
QBt/! is well defined, and in fact QAQBt/!=U*(EAEBIV). 
Then (9.1) and (10.8) imply 

[QA,QB] =FABCQC' 

or, more explicity, 

[Qa ,Qp] = Fap rQr + Fap cQc , 

[Qa ,Qp] = caP rQr + CafJ cQc , 

[Qa,Qb] = Cab cQc . 

( 11.2) 

(11.3 ) 

In the particular case of Poincare gauge theory, this "gener
alized Lie algebra" is already well known. 10 The arguments 
that led to (6.15) and (6.16) now provide the following ex
plicit expressions for the generalized operators QA : 

Qa t/! = Da t/! = ea ;D;t/!, D;t/! = a;t/! + r; aGa t/!, 

Qat/! = - Gat/!. 
(11.4) 

The covariant transformation law of QA t/! under a gauge 
transformation is a straightforward generalization of (5.8), 

(QAt/!)'(X') =DAB(h)S(h)(QBt/!)(X). (11.5) 

The transformation law (8.11) of t/! under an infinitesi
mal gauge transformation can be reexpressed in terms of the 
parameters AA. We have Dt/! = u*8IV = U*(AA EA IV) 
=AAu*(EA IV). Therefore 

8t/! = A AQA t/! = A aDa t/! - A aGa t/!. (11.6) 
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A comment is made on the separability of the center of mass and relative coordinates in the 
exact solution of a covariant two-body equation for two spin-! particles. 

I. INTRODUCTION 

In a recent paperl a covariant two-body equation for 
two spin-! particles was considered and an exact solution 
was presented in the center of mass system. Although this 
solution is correct, it was incorrectly stated at the beginning 
of the paper that the center of mass and relative coordinates 
are exactly separable. We wish to correct this statement and 
indicate the proper treatment of the equation in an arbitrary 
frame. 

II. THEORY 

With a choice of the spacelike surface perpendicular to 
nil = (1000), the covariant equation can be written in the 
Hamiltonian form as 

{(lIM)(mlal + m2a2)·P + [(al - a2)·P 

131ml - 132m2 - V(r)]}et> = Eet>, (1) 

where P is the total momentum and p and r are the relative 
coordinates. Thus the Hamiltonian separates into a sum of 
two terms, one depending on the center of mass momentum, 
the other on the relative coordinates. However, the coeffi
cients in these two terms depending on the spin matrices do 
not commute, hence the solution cannot be written as a 
product of two functions, one depending on the center of 
mass coordinates and one on the relative coordinates. Since 

a) Permanent address: Physics Department, University of Colorado, 
Boulder, Colorado 80309. 

R does not appear, we have always a factor eiP
•
R so that we 

can treat P as a number in the momentum representation. 
Equation (1) is a specific case of an infinite component 

wave equation generally written as 

{JI" P" - K)et> = 0, 

or, with 10 diagonal and equal to 1 as in our case, 

(J.p - K)et> = Eet>, (2) 

where J and K (which is a function of relative coordinates or 
internal degrees of freedom) do not commute. There is a 
general procedure to solve Eq. (2) in an arbitrary frame2 and 
it was an oversight not to connectEq. (1) withEq. (2). The 
method consists in finding the appropriate boost operators 
M, solving the equation in the rest frame (P = 0), and then 
boosting the result to an arbitrary frame: et>(P) 
= e,s·Met> (0). 

Another procedure in the present case is to separate the 
radial and angular part ofEq. (1) for a general P. Since in 
the momentum representation the coefficient of P is a finite 
matrix, the method of separation used in Ref. 3 can easily be 
extended. 

lAo O. Barut and N. Unal, J. Math. Phys. 27, 3055 (1986). 
2 A. O. Barut, Dynamical Groups and Generalized Symmetries in Quantum 
Theory (University of Canterbury Press, Christchurch, New Zealand, 
1972); A. O. Barut and R. Ra~zka, Theory of Group Representations and 
Applications (World Scientific, Singapore, 1986), 2nd ed., and references 
therein. 

3A. O. Barnt and N. Unal, Fortschr. Phys. 33,319 (1985). 
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